
3 times more parameters (400 million vs 124 mil-
lion) and was trained on 5000 times more images
(15 million vs 2880).

5 Error analysis

To help in error analysis, difficult cases are exem-
plified in Figure 1. The two leftmost shoes are,
respectively, the target image and the (CIG) gener-
ated image with the description “dark red pumps”.

Both shoes are quite similar in terms of shape,
but their color is different. This is a good illus-
tration that color saturation and lightness are sub-
jective and hard to transmit via text. In the target
image (1st column), the desired dark red is almost
black, and the image generated (CIG) from “dark
red pumps” (2nd column) is lighter.

Interestingly, even the tentative correction (CIA)
of this image with the instruction “are a darker red”
still does not produce an image (3rd column) that
is not as dark as in the first column.

Though image retrieval is not a central task of
interest in this paper, it is worth noting that this
may be even more serious for image retrieval as
slight changes in saturation and lightness can make
the system choose a different image: When trying
to retrieve an image from the database, using the
generated image (2nd column), the image that is
retrieved is the one at the fourth column.

Further difficult examples, generated by the CIA
model, are shown in Figure 3.

One problem illustrated there concerns image
clarity. Even though some images (see 1st column)
are correct, they have some fuzzy details. This is
likely due to the reduced volume of the training
data set. However, as already mentioned, in order
to have images with higher resolution given a data
set of this size, one would have to sacrifice image
relevance and precision.

Another problem arises when the target image is
very different from the source image (see 2nd col-
umn). In such cases, the model is basically asked to
create a quite different object, for which the small
size of the data set provided limited evidence.

Additional problems occur when the images to
be generated are too similar to the source image
(see 3rd column), or the generated images are too
similar to each other (see 3rd and 4th images in the
1st column). While not necessarily a problem for
the overall quality of the output, the first kind of
cases becomes an issue for evaluation, as generated
images may be more similar to the source image

Figure 3: Examples of CIA for error analysis. First row:
source images. Second row: target images. Remaining
rows: top four generated images. Textual instructions
for image alteration in left column: “athletic shoes are
blue and silver”; middle column: “athletic shoes are
bronze-colored slingbacks”; right column: “pumps are
blue”.

than to the target one. As for the second kind of
cases, when the generated images are similar to one
another, it may become a problem if object design
is the intended use for the tool, and not just image
alteration.

To address these issues, further techniques to en-
hance image diversity should be explored in future
work, so that the model can suggest a more varied
set of images to the user.

6 Related Work

A promising application of deep learning to image
generation was presented in (Goodfellow et al.,
2014), with a Generative Adversarial Network
(GAN), a forerunner of a research line continued
in (Xu et al., 2017), (Zhu et al., 2019), (Tao et al.,
2021), a.o. A two part network containing a gen-
erator and a discriminator was proposed: The gen-
erator tries to create fake yet as realist as possible
images, while the discriminator tries to distinguish
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the fake images produced by the generator from
real ones.

Despite this early success being attributed also
to the use of Convolution Neural Networks (CNN)
(LeCun et al., 1989), the concept of GAN can be
used with other deep learning approaches. Such is
the case of the more recent work in (Jiang et al.,
2021b), where two Transformer models (Vaswani
et al., 2017) are used as a discriminator and a gen-
erator respectively. With no convolution at its core,
they achieve competitive scores when compared to
their CNN counterparts.

Transformers gained their notoriety with their
success in languages processing tasks of all kinds,
and recently they have been applied to other data
modalities. Relevant models that use Transformers
for Image Generation from captions are DALL-E
(Ramesh et al., 2021), and NUWA (Wu et al., 2021).
The major difference between them is that NUWA
also uses video while DALL-E works only with
pictures, and that NUWA uses a different type of
attention mechanism, 3D Nearby Attention.

The approach proposed in (Galatolo et al., 2021)
also achieves promising results in image genera-
tion with a pre-trained Transformer CLIP (Radford
et al., 2021), only by training a genetic algorithm.

More recently DALL-E 2 (Ramesh et al., 2022)
improves upon its predecessor by incorporating the
CLIP model for image and caption representation,
and through the use of a diffusion model for image
generation (Dhariwal and Nichol, 2021).

The architecture adopted in our model is simi-
lar to the backbone architecture on which the im-
plementation of DALL-E is based. Our model is
different from DALL-E, however, in not having
any specific optimization performed on the base
Transformer, like it was done to set up DALL-E,
and in being of a more reduced size (124M vs. 12B
parameters). Our system also differs in that it is
geared for a task other than the Conditional Image
Generation one, of DALL-E, namely the task of
Conditional Image Alteration. It happens also that
it was trained in a much smaller amount of data
(10750 vs. 250 million examples).

Also, related to our research topic, (Cheng et al.,
2020) tackles the same task, though by means of
a Generator/Discriminator architecture, with data
that while similar to ours is not the same. To the
best of our knowledge, that dataset is not publicly
available, so no comparison was possible. (Jiang
et al., 2021a) also work with language guided im-

age edition, with different datasets that do not
tackle the problem of object shape manipulation.

Work on image editing without language guid-
ance can be found in the work of (Zhu et al., 2020;
Zhuang et al., 2021), on different datasets.

The research presented here appears as a more
streamlined approach for the tasks involved in Lan-
guage Driven Image Design since most of the work
is performed with a common decoder-only archi-
tecture, in the form of a GPT-2 small model. This
is a generalist architecture that can be adapted for
other tasks, as it was the case here with the CIG
task, or any other task that can be represented by a
sequence (text, audio, image, etc.).

7 Conclusion

The present study explored Conditional Genera-
tive models for Language Driven Image Design, by
means of an affordable GPT-2 instantiation with
only 124M parameters. The central task of inter-
est here was Conditional Image Alteration, con-
sisting of generating a new image given a source
image and a textual instruction for its alteration, on
which the proposed LX-DRIM application showed
a performance rated at 2.37 (in 1–5) by manual
evaluators.

Resorting to the same data set, the task of Condi-
tional Image Generation, consisting of generating
an image given a textual description, was also ex-
perimented with. Very encouraging results were
also obtained, specially taking into account that
the data set used here was several orders of magni-
tude smaller than the one that has been used in the
literature for this task.

In addition, we found also that as by-product
of its cross-modal processing ability, our model
may usefully support the subsidiary task of image
retrieval through the use of its generated images.

Empirical experimentation obtained very en-
couraging results and demonstrated that the pro-
posed approach can support an effective solution
to Language Driven Image Design and represents
a promising research path whose potential is worth
being further exploited.

The present study focuses on changing a single
object in the image, rather than multiple objects
in a scene. Future work the task of scene manipu-
lation (El-Nouby et al., 2019; Zhang et al., 2021)
should be investigated by exploiting the approach
developed here with single object manipulation.
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 Are a lime green 
color  

 

 Are shiny grey 
clogs 

 

 Is white  

 Are metallic silver  

 Black flats  

 Is busier with 
contrasting panels 
and strap 

 

A CIA Manual Evaluation Sheet

A.1 TEST A
First page of the test set A. Remaining pages can be consulted at https://github.com/nlx-group/LX-DRIM.
From left to right: source image, generated image, and text snippet with alteration request.
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Is plum, not black  

 

Is gold  

 

Is busier with laces and 
zipper with rugged sole 

 

 

Have no heels  

 

White sneakers with 
blue trim 

 

 

Are yellow  

 

Are blue and silver  

A.2 TEST B
First page of the test set B. Remaining pages can be consulted at https://github.com/nlx-group/LX-DRIM.
From left to right: source image, target gold image, generated image, text snippet with alteration requested.



43

ballet flats 

 

 
beige sneakers 

 

 
black flats with design 

 

 
black low heel motorcycle boot  

  
black mid-heeled long-on-the-leg 
boots 

 
 

B CIG Manual Evaluation Sheet

First page of the CIG test set. Other pages can be consulted at https://github.com/nlx-group/LX-DRIM.
From left to right: image caption, image generated by our system, image generated by DALL-E Mini.


