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#### Abstract

Summary．The theory of traces is used to describe the behavior of actor systems．The semantics is built from two simple con－ cepts：a set of events representing the reception of messages by ob－ jects，and a binary symmetric and irreflexive relation on events－ independence－representing permissible concurrency．Causality， the dual notion of concurrency，is expressed by the dependence relation－the complement of independence．A particular execu－ tion of a system is described by a trace：a labeled acyclic graph where nodes are labeled with events and the only edges are be－ tween nodes labeled with dependent events．The behavior of a system is viewed as the set of traces representing all possible ex－ ecutions．


## 1 はじめに

従来の多くの並行オブジェクト指向計算のための意味論はインタリーヴを基本としたものであった。これらのモデルでは，並行性をインタリーヴとして表現する複数のイベントによってシミュレートすることにより，「並行性」の概念を「逐次性」と「非決定性」に置き換え表現する。インタリーヴモデル は，小数のプリミティブな概念から構成されているため扱い易い。さらに，イ ンタリーヴモデルは逐次性のモデルから多くの結果を受け継ぐことが可能な ので，並行性の意味論の研究はインタリーヴモテルに基づくものが多かった。一方，並行性を直接扱う意味モデルは並行性の概念，又はそれの対応する概念である因果性を，本質的なものとして表現することができる。

インタリーヴ意味論は諸般なアクター［Agha 86］を含む一般的なオブジェ クトのモデルのために構築されてきた。特に，この意味論は Plotkin の構造的操作性意味論［Plotkin 81］の提案，そしてMilner の CCS［Milner 89］等のプロ セス代数のために概念の構築に用いられる。一方，非インタリーヴの並行計算モデルにはペトリネット［Petri 77］や Winskel の event structures［Nielsen et al．81，Winskel 88］や Mazurkiewicz のトレース［Aalbersg and Rozenberg

[^0]88］がある。これらのモデルはペトリネットのために元来考え出されたもので ある。Meseguer の concurrent term rewriting logic［Meseguer 90，Meseguer 91］も真の並行計算のモデルであり，様々な並行的システムを表現できる。プ ロセス代数やペトリネットのためのいくつかの研究［Boudol and Castellani 90，Aalbersg and Rozenberg 88，Diekert 90，Mazurkiewicz 88］があるが，並行オブジェクト指向計算のための並行的意味論に関する研究事例は少ない。

本論文では細粒度オブジェクトのシステムの挙動を表現するために並行性 と逐次性を記述できるモデルを考察する。このモデルでは並行オブジェクト指向のプログラムのための意味論を2段階で表現する。まず，標準的な表示的意味論でプログラムから，対応するオブジェクトシステムを構築し，その オブジェクトシステムからトレース理論を用いて並行挙動を導き出す。本論文では特に第二段階に焦点を当てる。

特に，アクターシステムのための並行計算意味論はトレース理論［Aalbersg and Rozenberg 88，Diekert 90，Mazurkiewicz 88］に基づいて提案する。トレー ス意味論はペトリネットの挙動を表現するために Mazurkiewicz によって計算機科学に導入されたもので，次の二つの概念の上に構築される。

- 原子アクションの集合 $X$
- 任意の二つのアクションの並行的に計算可能な表現の下での非依存関係 $I \subseteq X \times X$ 。
この関係は対称性と非反射性であることを仮定し，これらの仮定は並行性公理として表現される。対称性はどのアクションもそれ自身が同時に起こらな いことを表現し，非反射性はアクションの並行性が相互に生じるという公理 を表現する。

本論文で提案される概念に基づいたアクターシステムの構成演算は［Vas－ concelos and Tokoro 92］と［Vasconcelos 92］に示されている。関連研究［Agha 86，Hewitt and Baker 77，Clinger 81，Mazurkiewicz 88，Meseguer 90］と比較 すると，本論文の定理等の証明は［Vasconcelos and Tokoro 92］と［Vasconcelos 92］に示されている。そして，以下に本論文の構成を述べる。次節では，ア クターシステムを概説する。2節では，アクターシステムの初期コンフィギュ レーションから導出可能なすべての逐次遷移の集合によりアクターシステム をインターリーブ意味論として表現する。その後，次節では非依存的なイベ ントの概念を導入し，5節では逐次遷移からイベントのトレースを抽出する方法を与える。そして最後の節では結論を述べる。

## 2 アクターシステム

アクターの元となるプログラミング言語のプログラムはアクターの実行可能 な挙動の表現と初期値のアクターとメッセージの宣言によって構成される。 そして，これらのアクターとメッセージは，初期値のコンフィギュレーショ ンを構成する。

アクターはメッセージを介して通信し，メッセージはアクターが交換する すべての情報を受け渡す。メッセージが運ぶ情報は通信集合 $K$ に含まれる。各メッセージは一つの宛先アクターの識別子を持っている。アクターの識別子

は名前集合 $N$ 要素である。すべての可能なメッセージの集合は $M=K \times N$ で ある。これら，メッセージの中にある識別子を抜き出す関数 target ：M $\rightarrow N$ を定義する。

各アクターには一つの識別子が割当てられてあり，受信したメッセージ に対応するあらかじめ記述された挙動を実行する。アクターはメッセージを受信した時に，メッセージを送信し，アクターを生成し，自分の新しい挙動 を決定する。そして，挙動は $B=M \rightarrow \mathcal{P}(M) \times \mathcal{P}(A) \times B$ の集合によって示される。ただし $\mathcal{P}(M)$ はメッセージのすべての有限な部分集合である。ま た， $\mathcal{P}(A)$ はアクターのすべての有限な部分集合である。識別子と挙動の直積 $A=N \times B$ によってすべてのアクターが表現される。

アクターシステムの計算はコンフィギュレーションの中で起こる。コン フィギュレーションはメッセージの集合とアクターの集合で，$(\mu, \alpha)$ の一対で表示する。この $\mu$ はメッセージの有限な集合で，$\alpha$ はアクターの有限な集合で あり，同じ識別子を持つアクターは存在しない。 $C=\mathcal{P}(M) \times \mathcal{P}(A)$ はすべて のコンフィギュレーションの集合である。さらに，コンフィギュレーション からメッセージの集合とアクターの集合を抽出する関数 msgs ：$C \rightarrow \mathcal{P}(M)$ と actors $: C \rightarrow \mathcal{P}(A)$ を定義する。
定莪1（アクターシステム）アクターシステムは次の7項組で表現する。

$$
S=\left(N, K, M, B, A, C, c_{i}\right)
$$

たたし，$N$ は名前集合，$K$ は通信集合，$M=N \times K$ はメッセージ集合，$B=$ $M \rightarrow \mathcal{P}(M) \times \mathcal{P}(A) \times B$ は挙動集合，$A=N \times B$ はアクター集合，$C=$ $\mathcal{P}(M) \times \mathcal{P}(A)$ はコンフィギュレーション，$c_{i} \in C$ は $S$ の初期値である。
例1（二つのメッセージのフォワーダ（転送者））二つのメッセージのフォ ワーダのアクターは受け取った最初の二つのメッセージを転送して，次のメッ セージを無視する。より詳しく 述べると，「二つのメッセージのフォワーダ」 の挙動 forward2 は，受け取ったメッセージをあるアクターに転送して，「一 つのメッセージのフォワーダ」になることである。一方，「一つのメッセージ のフォワーダ」の挙動 forward1 は，受け取ったメッセージは同じアクターに転送して，スィンク（ $\operatorname{sink)}$ ）になることである。ここでスィンクの挙動は受け取った全てのメッセージも無視することである。ただし，式を読み易くする ために，$(n, k)$ のメッセージは $k \triangleright n$ として，$(n, b)$ のアクターは $n: b$ と略記す る。挙動は次の関数で表現する。

$$
\begin{aligned}
\operatorname{forward2}_{n}(k \triangleright f) & =\left\langle\{k \triangleright n\}, \emptyset, \text { forward1 } 1_{n}\right\rangle \\
\operatorname{forward1}(k \triangleright f) & =\langle\{k \triangleright n\}, \emptyset, \operatorname{sink}\rangle \\
\operatorname{sink}(k \triangleright f) & =\langle\emptyset, \emptyset, \sin k\rangle
\end{aligned}
$$

ただし，kは通信で，$f$ と $n$ はアクターの名前である。フォワーダのアクター と転送したメッセージを消費するアクター（スィンクの挙動を持つアクター）， さらにフォワーダに宛先を持つ三つのメッセージからなるコンフィギュレー ションに関心がある。すなわち，

$$
c_{i}=\left(\{x \triangleright f, y \triangleright f, z \triangleright f\},\left\{f: \text { forward }_{u}, u: \sin k\right\}\right)
$$

ただし，$x, y, z$ は通信と $f, u$ はアクターの名前である。

## 3 逐次的挙動

この節では，アクターシステムのための状態遷移に基づくインターリーブ的意味論が与えられる。この意味論は，次の節に述べられるより抽象的な並行意味論に用いる。インターリーブモデルでは，コンフィギュレーションにあ るメッセージの手順に基づいてコンフィギュレーションの置き換えを行うこ とによりアクターシステムの計算を行う。ただし，コンフィギュレーション中 に複数のメッセージがあれば複数の可能遷移が存在する。コンフィギュレー ションの置き換えは遷移関数で表現する。
定義2（遷移関数）$S=\left(N, K, M, B, A, C, c_{i}\right)$ をアクターシステムとなる。 $S$ の遷移関数 $\delta_{S}$ は部分関数で次のように定義される。

$$
\delta_{S}: C \times M \rightarrow C
$$

ただし，$m$ が $c_{0}$ 中にある $n$ に対応したメッセージであり，$n: b_{0}$ が $c_{0}$ 含まれるアク ターであり，さらに $b_{0}$ が $m$ によって定義可能である場合に限り，$\delta_{S}\left(c_{0}, m\right)=c_{1}$ である。この場合，$b_{0}(m)=\left\langle\mu, \alpha, b_{1}\right\rangle$ より以下に成立する。1

$$
\begin{aligned}
\operatorname{msgs}\left(c_{0}\right)-\{m\} & =\operatorname{msgs}\left(c_{1}\right)-\mu \\
\operatorname{actors}\left(c_{0}\right)-\left\{n: b_{0}\right\} & =\operatorname{actors}\left(c_{1}\right)-\left(\left\{n: b_{1}\right\} \cup \alpha\right)
\end{aligned}
$$

ただし，生成したアクター $\alpha$ の識別子は $c_{0}$ の中に含まれないとする。 $\mu$ の中に あるメッセージは $m s g s\left(c_{0}\right)$ に存在するならば，別のサブスクリプトで名前づ けられているとする。

遷移関数はコンフィギュレーションの間で可能な 1 ステップ遷移を表現す る。一つのメッセージが一つの遷移の原因となるメッセージ列は複数回の遷移列の原因としてみることができる。ただし，遷移列の作用は順番に実行さ れる個々の全体の作用である。到達可能なコンフィギュレーションとは初期値のコンフィギュレーションから有限なメッセージ列による有限な遷移列か らなるコンフィギュレーションのことである。
定義 3 （到達可能関数）$S=\left(N, K, M, B, A, C, c_{i}\right)$ をアクターシステムとする。 $S$ の到達可能関数 $R_{S}$ は部分関数で次のように定義される。

$$
R_{S}: M^{*} \rightarrow C
$$

ただし

$$
\begin{aligned}
R_{S}(\varepsilon) & =c_{i} \\
R_{S}(w m) & =\delta_{S}\left(R_{S}(w), m\right)
\end{aligned}
$$

任意の $m \in M$ と $w \in M^{*}$ となる。
到達可能関数の領域を $S T_{S}$ で表し，$S T_{S}$ の要素は $S$ の逐次的遷移という。 $S T_{S}$ は $S$ システムのすべての逐次的遷移で，文字列からなる言語を構成して いる。同様に，到達可能関数の値域は $R C_{S}$ と表し，$R C_{S}$ の要素は $S$ の到達可能コンフィギュレーションという。 $w$ は逐次的遷移でそして $R_{S}(w)=c$ より $w$ は $S$ を $c$ に導くという。又， 2 項組 $\left(M, S T_{S}\right)$ は $S$ の逐次的挙動と呼び，$S B_{S}$ と表す。

[^1]例2 次のコンフィギュレーションは例 1のアクターシステムにより到達可能なコンフィギュレーションである。

$$
c=(\emptyset,\{f: \sin k, u: \sin k\})
$$

ここで，$w=x y z x^{\prime} y^{\prime}$ のイベント例は $S$ の逐次遷移で $R_{S}(w)=c$ ある。ただ し，$x \triangleright f$ のイベントは $x$ に，$x \triangleright u$ は $x^{\prime}$ に省略し同様に $y$ と $z$ を省略する。逐次遷移 $w^{\prime}=x y y^{\prime} z x^{\prime}$ も $S$ を $c$ に導く。これは，$w$ と $w^{\prime}$ の遷移が同じ並行計算の二つの逐次的観測である。

## 4 非依存的イベント

前節ではアクターシステムの逐次的挙動を定義した。 $S B_{S}$ のイベントの順序 はイベントの因果関係だけでなく，並行イベントを逐次的な列として観測し た順序を反映したものである。従って，イベントの同時到着による衝突を逐次化すること，並行実行の別の観測によるイベントの順序の相違の原因とな るか決定するのに逐次的挙動の構造は十分ではない。Sの逐次的挙動からイ ベントの因果の順序を抽出するために $S B_{S}$ がイベントの依存性の情報を持っ ている必要がある。

依存的なメッセージの概念は送り先のアクターによって同時的または依存的に処理される。非依存的なメッセージの一番簡単な例は異なるアクターに受信されるメッセージである。それは，アクターは並行的に実行されるので，別のアクターが別のメッセージを並行的に処理できるからである。同じアク ターを宛先とするメッセージはどの順序で処理されても同じコンフィギュレー ションとなる場合は非依存関係となる。
定莪4（非依存関係）$S=\left(N, K, M, B, A, C, c_{i}\right)$ はアクターシステムである。 $S$ の非依存関係は，$I_{S} \subseteq M \times M, ~(x, y) \in I_{S}$ からなる最小の対称的非反射的関係である。たたし，

1． $\operatorname{target}(x) \neq \operatorname{target}(y)$ と，$x$ と $y$ を含むコンフィギュレーションがある。又は
2． $\operatorname{target}(x)=n=\operatorname{target}(y)$ と，$x$ と $y$ を含むどのコンフィギュレーショ ンに対して $n: b$ は $c$ の中にあるアクターである。ただし，

$$
\begin{aligned}
& b(x)=\left\langle\mu_{0}, \alpha_{0}, b_{0}\right\rangle, b_{0}(y)=\left\langle\mu_{01}, \alpha_{01}, b_{01}\right\rangle \\
& b(y)=\left\langle\mu_{1}, \alpha_{1}, b_{1}\right\rangle, b_{1}(x)=\left\langle\mu_{10}, \alpha_{10}, b_{10}\right\rangle
\end{aligned}
$$

次の対応がある。

$$
\begin{aligned}
\alpha_{0} \cup \alpha_{01} & =\alpha_{1} \cup \alpha_{10} \\
\mu_{0} \cup \mu_{01} & =\mu_{1} \cup \mu_{10} \\
b_{01} & =b_{10}
\end{aligned}
$$

上記の定義は，非依存的なイベントが計算の未来に影響を与えないという ことを示している。つまり，いかなる非依存的イベントの列は同じコンフィ ギュレーションに導く。コンフィギュレーションに非依存的イベントの因果性は図1のような束として表せられ，次の補題として定式化される。

補題1 c はアクターシステム $S$ のコンフィギュレーションで，$x$ と $y$ が $c$ の中にある二つの非依存的なメッセージであるならば，$c^{\prime}$ は高々一つのコンフィ ギュレーションとある。ただし，$c^{\prime}=\delta_{S}\left(\delta_{S}(c, x), y\right)=\delta_{S}\left(\delta_{S}(c, y), x\right)$ とする。


Figure 1．非依存的なイベント $x$ と $y$ による遷移は同じコンフィギュ レーションに道出する（接点はコンフィギュレーションの表現で辺は䠆移を表す）。

挙動が変わらないアクターを非順次と呼ぶ。以下の命題により，非順次な アクターは複数のメッセージを同時に処理することができる。
命題 2 到達可能なコンフィグレーションの中にあって，同じ非順次なアクター への宛先を持つ二つのメッセージは非依存的である。

因果性は並行性の双対であり，依存関係によって記述される。ここで，依存関係というのは非依存関係の補完的関係である。ただし，$S$ の依存関係は $D_{S}=M \times M-I_{S}$ であり，$S$ に関する並行的アルファベットは $\Sigma_{S}=\left(M, D_{S}\right)$ と定義される。
例3 Sは例1に定義したアクターシステムとする。 $S$ の非依存関係 $I_{S}$ は次 の双対による最小の対称的関係から構築される。

$$
\begin{gathered}
\left(x^{\prime}, y^{\prime}\right),\left(y^{\prime}, z^{\prime}\right),\left(z^{\prime}, x^{\prime}\right) \\
\left(x, y^{\prime}\right),\left(x, z^{\prime}\right),\left(y, x^{\prime}\right),\left(y, z^{\prime}\right)\left(z, x^{\prime}\right),\left(z, y^{\prime}\right)
\end{gathered}
$$

上段に述べされた双対は同じアクターへの宛先であり，命題 2により，双対な メッセージを含む到達可能なコンフィギュレーションが存在するならば，双対 は非依存である。例えば，$R_{S}(x y)$ というコンフィギュレーションは $x^{\prime}$ と $y^{\prime}$ の メッセージを含んでいる。下段の双対は相違なアクターへの宛先のメッセー ジであり，双対のメッセージを含む到達可能なコンフィギュレーションの存在を容易に示すことができる。例えば，$R_{S}(y)$ のコンフィギュレーションは $\left(x, y^{\prime}\right)$ の双対を含んでいる。これは，$x$ と $y$ は，初期コンフィギュレーション含めると図 1は導出である。しかし，$R_{S}(z)$ のコンフィギュレーションを含 まないので非依存的なメッセージではない。Sに関係づけられた並行アルファ ベットは $\Sigma_{S}=\left(M, D_{S}\right)$ となる。ただし，$D_{S}=M \times M-I_{S}$ である。

## 5 並行的挙動

依存的なイベントの概念を用いると逐次的な遷移として表現されたイベント の全順序は部分順序に置き換えられる。この半順序には，依存的なイベント

だけが関係し，トレースとして表現される。このトレースは依存類または逐次遷移の同値類と考えられる。

ラベル付非循環グラフ（アルファベット $A$ 上の）は三項組 $(V, R, \varphi)$ であ る。ただし，$(V, R)$ は有限な有向な非循環グラフ，$V$ は接点の集合，$R \subseteq V \times V$ は辺の集合，$\varphi: V \rightarrow A$ はラベルを付ける関数である。ラベル付非循環グラ フは異なる依存的なイベントでラベル付けられた接点間の辺だけで構成され ると依存グラフとなる。

二つの依存グラフ $\gamma_{0}$ と $\gamma_{1}$ は辺とラベルを付ける関数を保存する接点の全単射があると $\gamma_{0}$ と $\gamma_{1}$ が同型写像で，$\gamma_{0} \cong \gamma_{1}$ と記述する。 $\Gamma_{\Sigma}$ はすべての依存グラ フの同型写像の類で，入は空の依存グラフを表現する。そして，「 $\Gamma_{\Sigma}$ と掛け算。 と単位元要素はモノイドを形成する。

ここで，逐次遷移から依存グラフへのマッピングを定義する。このマッピ ングは逐次遷移に関する依存グラフを抽出可能にする。

$$
\left\rangle_{\Sigma}: M^{*} \rightarrow \Gamma_{\Sigma}\right.
$$

ただし，各 $M^{*}$ の $u, v$ と $M$ の $e$ は次の関係が成り立つとする。

$$
\begin{gathered}
\langle\varepsilon\rangle_{\Sigma} \cong \lambda \\
\langle e\rangle_{\Sigma} \cong(\{e\}, \emptyset,\{(e, e)\}) \\
\langle u v\rangle_{\Sigma} \cong\langle u\rangle_{\Sigma} \circ\langle v\rangle_{\Sigma}
\end{gathered}
$$



Figure 2．逐次暱移 $x y y^{\prime} z x^{\prime}$ に関する依存グラフの構築の順序（ただし，左から右，上から下方向）。

例 $4 x y y^{\prime} z x^{\prime}$ のイベント例は二つのメッセージのフォワーダのアクターシ ステムの逐次遷移である。この逐次遷移と非依存的なイベントの情報（例 3） により，関係づけられた依存グラフを構築できる。空のグラフ入から始まり， イベント例の中の個々のイベントでラベル付けられた接点をグラフに付け加 えて，各接点から新しい接点には依存的なイベントでラベル付けられた辺を書いていく。逐次遷移 $x y y^{\prime} z x^{\prime}$ に対して依存グラフの構築は図2に表される。

前に述べたように，トレースは同値類としても表現できる。逐次遷移の中 に二つの非依存なイベントが続けて現れる場合，その順序は無関係である。逐次遷移とイベント列の同値類を置換することによって，一つ一つの非依存的なイベントの順序が抽出できる。 $M^{*}$ によってトレースの同値類関係 ${ }_{S}$ は次のようなすべての一対から定義される。

$$
(u x y v, u y x v) \text { ただし, } u, v \in M^{*} \text { と }(x, y) \in I_{S}
$$

イベント列 $w$ を含む同値類 $\equiv_{S}$ は $w$ のトレースと呼び，$[w]_{S}$ で記述する。ト レース理論の重要な定理は両項の表現の同値性を保証する。

例5 例1に定義したアクターシステムにより逐次遷移 $x y y^{\prime} z x^{\prime}$ から生成し た同値類，つまり，$x y y^{\prime} z x^{\prime}$ のトレースは以下に示させる。

$$
\begin{aligned}
{\left[x y y^{\prime} z x^{\prime}\right]_{S}=} & \left\{x x^{\prime} y y^{\prime} z, x x^{\prime} y z y^{\prime}, x y y^{\prime} x^{\prime} z, x y y^{\prime} z x^{\prime},\right. \\
& \left.x y x^{\prime} y^{\prime} z, x y x^{\prime} z y^{\prime}, x y z x^{\prime} y^{\prime}, x y z y^{\prime} x^{\prime}\right\}
\end{aligned}
$$

これは図 2に示される初期グラフの別の表現でしかない。つまり，$\left[x y z x^{\prime} y^{\prime}\right]_{S}$ の要素はそのグラフの線形化である。

上記のトレース同値類 $\equiv_{S}$ の定義よりすべての逐次遷移はあるトレース に属する。逆に，以下の定理は各トレースの要素が逐次遷移で，すべての同値的な逐次遷移は同ビコンフィギュレーションに導くことに保証する。

定理 3 到達可能関数 $R_{S}$ はトレース同値に対して合同である。すなわち，$M^{*}$ にあるそれぞれの二つの逐次遷移 $w_{0}, w_{1}$ は

$$
w_{0} \equiv_{S} w_{1} \Rightarrow R_{S}\left(w_{0}\right)=R_{S}\left(w_{1}\right)
$$

アクターシステムの逐次遷移の集合 $S T_{S}$ によって，すべての依存グラフの集合は $\left\langle S T_{S}\right\rangle=\left\{\langle w\rangle_{S} \mid w \in S T_{S}\right\}$ というトレース言語となる。トレースシ ステム $C B_{S}=\left(\Sigma_{S},\left\langle S T_{S}\right\rangle\right)$ は $S$ の並行的挙動と定義され，$C B_{S}$ の要素は $S$ の並行的遷移と呼ぶ。一方，トレースは逐次遷移の同値類と見ると，$S$ による すべてのトレースの集合は $\left[S T_{S}\right]=\left\{[w]_{S} \mid w \in S T_{S}\right\}$ というトレース言語で あり，$S$ の並行的挙動は $C B_{S}=\left(\Sigma_{S},\left[S T_{S}\right]\right)$ となる。
$\sigma$ と $\tau$ は並行的アルファベットによる二つのトレースである。 $\sigma$ と $\tau$ のレー ス構成は，$\sigma \tau$ と記述し，$\sigma \tau=[u v]_{\Sigma}$ と定義する。ただし，それぞれに $u, v \in M^{*}$ は $\sigma$ と $\tau$ の要素である。 $\Sigma$ によるトレース $\delta$ が存在する場合 $\tau=\sigma \delta$ において $\sigma$ は $\tau$ の接頭と定義され，トレース $\tau$ すべての接頭の集合は $\operatorname{Pref}(\tau)$ で記述され る。 $\Sigma$ によってトレースの接頭順序は $\tau_{1} \sqsubseteq \tau_{2} \Leftrightarrow \tau_{1} \in \operatorname{Pref}\left(\tau_{2}\right)$ 関係で定義さ
 る。各トレース言語 $T$ によって， $\operatorname{Pref}(T)=\bigcup_{\tau \in T} \operatorname{Pref}(\tau)$ と定義し， $\operatorname{Pref}(T)$ の要素をTの接頭と呼ぶ。トレースシステムのトレース言語は閉接頭（prefix closed）があるとトレースシステムが閉接頭であるという。

定理 $4 C B_{S}$ は閉接頭のトレースシステムである。
トレース言語Tの中にある各二つのトレースは，もしTの中のトレースの接頭であるならば $T$ は有向的と呼ぶ。すなわち，$\tau_{1}, \tau_{2} \in T \Rightarrow \exists \tau \in T: \tau_{1} \sqsubseteq \tau$
and $\tau_{2} \sqsubseteq \tau$ の場合は $T$ は有向的である。トレース言語 $T$ は $T^{\prime}$ の部分集合ある とトレースシステム $X=(\Sigma, T)$ は $X^{\prime}=\left(\Sigma, T^{\prime}\right)$ の部分システムである。 $C B_{S}$ の有向な部分システムはアクターシステムの計算の履歴を表現し，そして各部分システムは計算の可能な状態を表現し，全体システムは計算はそれを構成する全ての部分システムの状態を通して表現される。最大要素を持つ有向 な $C B_{S}$ の分システムは終了する計算の履歴を記述して，最大限の要素は計算 の終りの状態を表現する，最大限のない有向な部分システムは停止しない計算を表現する。

例 6 例 1 に定義されたアクターシステム $S$ の並行挙動は次に示される依存 グラフの集合と例3に定義された並行アルファベット $\Sigma_{S}$ によって記述される。

フォワーダが最初の二つのメッセージを受け取った順序に依存するシステム の計算の履歴は六つが存在する。つまり，この計算履歴は上記に示されてい る六つの最大要素を持つ有向部分システムである。

トレースは逐次遷移の同値類で表現されるならば，並行挙動 $C B_{S}$ は次式の すべての並行遷移と並行アルファベット $\Sigma_{S}$ によって記述される。

$$
\begin{aligned}
{\left[S T_{S}\right]=} & \operatorname{Pref}\left(\left[x y z x^{\prime} y^{\prime}\right]_{S}\right) \cup \operatorname{Pref}\left(\left[x z y z^{\prime} x^{\prime}\right]_{S}\right) \cup \operatorname{Pref}\left(\left[y z x y^{\prime} z^{\prime}\right]_{S}\right) \cup \\
& \operatorname{Pref}\left(\left[y x z x^{\prime} y^{\prime}\right]_{S}\right) \cup \operatorname{Pref}\left(\left[z x y z^{\prime} x^{\prime}\right]_{S}\right) \cup \operatorname{Pref}\left(\left[z y x y^{\prime} z^{\prime}\right]_{S}\right)
\end{aligned}
$$

トレースは半順序多重集合（pomset）［Pratt 86］で考えると有用なことが ある。半順序多重集合というのはラベル付部分順序の同型写像類である。と ころが，並行アルファベット $\Sigma=(A, D)$ による依存グラフ $\gamma=(V, R, \varphi)$ はさ らにラベル付部分順序 $(V, A, \leq, \varphi)$ である。すなわち，部分順序 $\leq$ は $\gamma$ 指令さ れた辺の推移的閉包から与えられる。

## 6 結論

操作的モデルからトレース理論によって，アクターシステムのための単純な並行計算意味論を構築した。プログラムの意味はプログラムから導入したア クターシステムの並行挙動である。一方，システムの並行挙動はシステムの初期コンフィギュレーションからのすべての並行遷移を表す要素の集合であ る。各並行遷移はシステムの特有の計算によるトレースである。トレース理論は同型的に並行遷移を表す二つの異なる方法を与える。つまり依存グラフ と逐次遷移の同値類である。

Hewitt と Baker のアクターシステムのための順序づけの方法［Hewitt and Baker 77，Clinger 81］と比べて本論文はより抽象的な表現を導く。このため

本論文で示した意味論はこれは［Hewitt and Baker 77，Clinger 81］において異なるものとして表現されたものの同一性を導くことができる。しかし，ト レース理論を安全ペトリネットの挙動の表現に適用するのに比べると複雑な ものとなる。特に，アクターシステムの依存関係は動的概念により導くのは自明ではないが，それは可能な筈である。
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