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### Abstract
In this deliverable we describe the SUPERCLOUD resilient network virtualization platform. We present its main components and the techniques used to improve the dependability, scalability, and security of the platform.
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Executive Summary

In this deliverable we describe the SUPERCLOUD resilient network virtualization platform. We present its main components and the techniques used to improve the dependability, scalability, and security of the platform. The architecture follows a Software-Defined Networking (SDN) approach. The main components are divided into two modules: address and topology virtualization, and virtual network embedding. Our network hypervisor provides address and topology virtualization, allowing each tenant to use the full header space and to define arbitrary topologies. The virtual network embedding module maps virtual network requests to physical resources, taking into account the security and dependability demands by users. To avoid the network hypervisor being a single point of failure, we present the design and implementation of a fault-tolerant SDN controller. Our design guarantees consistent event processing under faults, without requiring changes to current SDN protocols or switches. To allow the system to scale, we propose the design of a distributed SDN controller centered around a consistent data store that allows coordination amongst the different controllers instances. Finally, we describe the autonomic security management framework of the network virtualization platform, a component that offers data plane monitoring and proactive attack detection across the different providers of the SUPERCLOUD.
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Chapter 1 Introduction

The limitations of traditional networking infrastructure allow only primitive forms of virtualization (e.g., VLAN) that lack the flexibility and scalability required in cloud environments. As such, the offer of virtualization to cloud users has been restricted to compute and storage resources until very recently.

A recent advance in computer networking – Software Defined Networking (SDN) [32] – has proved to be a key enabling technology for network virtualization, as it can support logical communication endpoints coupled with on-the-fly data forwarding reconfiguration. Newly proposed platforms [29, 3, 17] rely on SDN to offer full virtualization of the network topology and addressing schemes, while guaranteeing the required isolation among tenants.

These state-of-the-art platforms show the feasibility of network virtualization but they have been confined to a datacenter controlled by a single cloud operator. This restriction can become an important barrier as more critical applications are moved to the cloud. For instance, compliance with privacy legislation may demand certain customer data to remain local (either in an on-premise cluster or in a cloud facility located in a specific country). This sort of requirement is particularly severe in the health and public administration sectors, which normally need to resort to ad hoc approaches if they want to offload part of their infrastructure to the cloud.

Being able to leverage from several cloud providers can potentiate important benefits. First, a tenant can be made immune to any single datacenter or cloud availability zone outage by spreading its services across providers. Despite the highly dependable infrastructures employed in cloud facilities, several recent incidents give evidence that they can still generate internet-scale single points of failures [38]. Second, user costs can potentially be decreased by taking advantage of dynamic pricing plans from multiple cloud providers. Amazon’s EC2 spot pricing is an example, which was recently explored to significantly reduce the costs on certain workloads when compared to traditional on-demand pricing [60]. As providers increase the support of dynamic prices, the opportunity for further savings increases with the user ability to move VMs to less costly locations. Third, increased performance can also be attained by bringing services closer to clients or by migrating VMs that at a certain point in time need to closely cooperate.

A second problem of existing SDN-based network virtualization solutions is that they do not consider security and dependability in their design. The main benefits that make SDN a suitable architecture for network virtualization – network programmability and control logic centralization – open the doors for security threats and dependability concerns that did not exist before [31]. Traditional networks have “natural protections” against network attacks, including the closed (proprietary) nature of network devices, the heterogeneity of the software, and the distributed nature of the control plane that represent defences against common vulnerabilities. This level of protection is comparatively smaller in SDNs, increasing the surface for attack.

1.1 SUPERCLOUD resilient network virtualization

In SUPERCLOUD we propose a new architecture that allows network virtualization to extend across multiple cloud providers, including a tenant’s own private facilities, therefore increasing the versatility of the network infrastructure. This will allow distribution and replication of resources, enabling the platform to scale out to multiple clouds while tolerating cloud faults. In this setting, the tenant can
specify the required network resources as usual but now they can be spread over the datacenters of several cloud operators. This is achieved by creating a new network layer above the existing cloud hypervisor to hide the heterogeneity of the resources from the different providers while providing the level of control to setup the required (virtual) links among the VMs. We follow an SDN approach, where the new network layer contains an Open vSwitch (OVS) [45] that is configured by an SDN controller, in order to perform the necessary virtual-to-physical (and virtual-to-virtual) mappings and the set up of tunnels to allow the network to be virtualized.

The design of our platform includes security and dependability principles and techniques from the outset. Resilience is included by design into the platform, ensuring that correct operation can be maintained under relevant failure scenarios, encompassing both problems of accidental and malicious natures. This includes the use of replication and distribution techniques to increase the dependability and scalability of SDN control.

1.2 Outline of the document

In this deliverable we describe the SUPERCLOUD resilient network virtualization platform. As the different components of the architecture present distinct levels of maturity, an important objective of this document is to give an outlook of the current status of the design, implementation, and evaluation of each component.

Chapter 2 presents an overview of the architecture [4]. Then, Chapter 3 describes the fundamental components for virtualization: virtual network embedding; address and topology virtualization. The virtual network embedding module maps virtual network requests to physical resources, taking into account the security and dependability demands by users. Our network hypervisor provides address and topology virtualization, allowing each tenant to use the full header space and to define arbitrary topologies, while guaranteeing isolation of traffic.

Afterwards, Chapter 4 describes the dependability and scalability of the platform. We present the design and implementation of a fault-tolerant SDN controller that guarantees consistent event processing, even under fault. Importantly, this is achieved without requiring changes to current SDN protocols or switches. In this chapter we also detail the architecture of a distributed SDN controller [9]. The central component of this controller is a consistent data store that allows coordination amongst the different controllers instances.

Chapter 5 addresses security, by describing the autonomic security management framework of the SUPERCLOUD network hypervisor. This component offers data plane monitoring and proactive attack detection across the different providers of the SUPERCLOUD, thus enabling the characterization and classification of security incidents, and implementation of customizable reaction policies. Chapter 6 concludes this document and sets the main objectives for the next stage.
Chapter 2 An overview of the network virtualization architecture

In this chapter we make a description of the general framework with a high-level view of all components and services. We start by describing its main requirements in Section 2.1, as defined in SUPERCORD Deliverable D4.1. Then, we present a high-level view of the architecture in Section 2.2. We conclude this chapter with a preliminary evaluation of its basic functionality.

2.1 Design requirements

The network hypervisor platform leverages on network infrastructure from both public cloud providers and private infrastructures (or private clouds) of the tenants. This heterogeneity impacts the level of network visibility and control that may be achieved, affecting the type of configurations that can be pushed to the network, with obvious consequences on the kind of services and guarantees that can be assured by the solution.

On one extreme case, the public cloud provider gives very limited visibility and no (or extremely limited) network control, which is often the case with commercial cloud service providers (e.g., Amazon Web Services, AWS). Even in this case, these clouds offer a full logical mesh among local VM instances (i.e., they provide a “big switch” abstraction), which we can use to implement logical software-defined datapaths and thus present a virtual network to the tenant. In this setting, one of the fundamental challenges that has to be addressed is how to interconnect the various cloud providers, as this kind of support is normally unavailable, while ensuring levels of service compatible with the tenant requirements. In these clouds only software switching can be employed, as our platform does not have access to the hardware. On the other extreme, full access may be attainable if the cloud is private (i.e., the datacenter belongs to the tenant). This results in a flexible topology that may be (partially) SDN-enabled, where both software and hardware switching may be employed. This property is particularly interesting to build hybrid solutions. Hardware switches offer high-speed packet processing (hundreds of Gbps) but have small rule tables (switch memories, TCAMs, are expensive). On the other hand, software switches do not forward packets at high speeds (10/20 Gbps per core maximum), but have a large rule space.

Considering this setting, in this deliverable we aim to fulfill four requirements in the design of our multi-cloud network hypervisor. The first requirement is to have remote, flexible control over the network elements. Traditional networks’ lack of such control has been identified as the main reason for the limitations of current forms of network virtualization. Cloud tenants define their virtual networks, which are then deployed on the clouds of various providers (and eventually on their own datacenters). In order to connect the actual elements the platform needs to be able to control the operation (namely, the packet forwarding rules) of the network devices to establish the channels that carry the traffic exchanged among the VMs. In addition, it is also necessary to devise mechanisms that allow the creation of links that cross facilities, as typical cloud offerings do not provide such support. The second requirement is to offer full network virtualization, including topology and addressing abstraction, and isolation between tenants. For topology abstraction, different mappings should be created when the network is setup. For instance, a virtual link can correspond to multiple network

---

1In this document we use the terms user and tenant interchangeably.
paths connecting the two endpoints. Virtual switches may hide large portions of the infrastructure, where several (physical) switches have to be interconnected in order to provide the required abstraction. In addition, tenants should have complete autonomy to manage their own address space of the virtual network. Lastly, isolation between users should be enforced at different levels. A first level is attained by separating the virtual networks (VN) of the users and then hiding VN instances deployed by different customers from one-another. A second level is to prevent the actions of one user to influence the network behaviour observed by the others. For example, if one of the users attempts to clog a particular link, this should not cause a significant decrease of the bandwidth available to the other users.

The third requirement is *security and dependability* of the infrastructure. Tenants should observe an available network, where communications can occur with high probability. Users should also experience a secure network, where appropriate measures are applied to protect the communications from attacks. In SDN technologies, the controller is logically centralized, and therefore it can become a bottleneck in data processing or a single point of failure.

The final requirement is *scalability and performance*. Tenants should be able to deploy arbitrarily sized virtual networks without significant performance degradation. The network virtualization solution should not introduce constraints on the number of VMs, network devices and amount of traffic in the virtual infrastructure, as long as enough (physical) resources are made available to support them. The platform should not introduce unnecessary overheads in the physical network.

### 2.2 Architecture

Recently proposed platforms for network virtualization [29, 3, 17] share several common characteristics. First, they target datacenter environments where there is a high level of control over the resources. Second, they rely on logically centralized control to achieve full network virtualization. An important differentiating factor of our solution arises from tackling the challenges of using multiple clouds, including public clouds on which we have very limited control. In addition, its particular focus on resilience (security and dependability), and the integration of mechanisms in its design such as network snapshot and migration. The high-level view of the network virtualization architecture we propose is shown in Figure 2.1.

![Network virtualization architecture](Figure 2.1: Network virtualization architecture)

The network hypervisor controls and configures the OVS switches that are installed in all VMs (along with the OpenFlow hardware switches that may be present in the private cloud). This hypervisor is built as an application that runs in the SDN controller, similar to NVP [29] and FlowN [17], and in contrast with the proxy-based approach followed by OpenVirteX [3]. Each cloud has a specific VM,
the gateway, that establishes tunnels with another clouds. As such, only one public IP address per cloud is needed in our solution. We build a minimum spanning tree to minimize the number of tunnels needed. In a distributed configuration the gateway also hosts an instance of the SDN controller. For each tenant, a specific set of network applications that control the tenants’ virtual network runs on top of the network hypervisor.

The design of the architecture aims to fulfil the requirements defined before. To fulfil the first requirement – network control – the platform resorts to the SDN paradigm [32]. The data plane element of our solution is Open vSwitch (OVS) [45], a software switch for virtualized environments that resides within the hypervisor or management domain. OVS exports an interface for fine-grained control of packet forwarding (via OpenFlow [40]) and of switch configuration (via OVSDB [44]). This allows SDN-based logically centralized control.

In public clouds, our platform does not have access to the cloud hypervisor. For this reason, we have an additional virtualization layer on top of the cloud hypervisor to provide virtualization between multiple tenants. OVS is part of this hypervisor that runs inside each VM. Private clouds include the proposed network hypervisor, with OVS, running on bare metal.

For the second requirement – full network virtualization – the network hypervisor has to guarantee isolation between tenants, while enabling them to use their desired addressing schemes and topologies. Our network hypervisor runs on top of the SDN controller to map the physical to virtual events by intercepting the flow of messages between the physical network and the users’ applications. This, along with flow rule redefinition at the edge of the network, allows isolation between tenants’ networks. For addressing virtualization, the traffic that originates from tenant VMs is all tagged with a tenant ID. As a consequence, each tenant is able to use the full IP address range and the full MAC address (that is, complete L2 and L3 virtualization). We discuss these techniques in more detail in the next chapter.

Having a resilient network virtualization platform – our third requirement – requires resilience of the SDN infrastructure. Our controller is thus fault-tolerant, giving also strong guarantees of consistency and correctness. The consistency of both data and control planes (and their interaction) is necessary to avoid network anomalies (loops or/and security breaches).

Security is considered along three axes. First, secure channels are used in the control plane connection (for communication between the SDN controller and all switches) and for the inter-cloud links. Second, virtual network embedding – the process that maps virtual network requests to the physical resources – includes security and dependability constraints set by the user. Third, our solution entails autonomic security management, including data plane monitoring and proactive attack detection across the different providers of the SUPERCLOUD.

Finally, to guarantee the scalability and performance of the network virtualization platform, the controller used in our solution is distributed. As distribution brings with it network state consistency challenges, we consider techniques to guarantee consistency and correctness between the different controller instances.

As a summary, Figure 2.2 illustrates all components of our modular network hypervisor: the module for addressing virtualization, topology abstraction, and isolation; virtual network embedding; and autonomic security management. The hypervisor is replicated for fault-tolerance. This is represented in the figure by having different boxes of the same colour managing the same part of the infrastructure. The hypervisor is also distributed for scalability. Different instances of the hypervisor (represented with different colours) manage different parts of the infrastructure.

2.3 Preliminary implementation and evaluation of basic functionality

The first prototype of our network hypervisor consists of nearly 4000 lines of Java code and is implemented as a module of the Floodlight controller. GRE tunnels are used between the gateways, and a proactive SDN approach is used. The flows rules are installed in the switches when the virtual networks are set up.
The evaluation of our solution answers two main questions. First, it evaluates the cost of deploying the environment by analysing the different components that make up the setup time. In particular, we study how the creation of tunnels and the tunnel topology itself influence the setup time, and how this variable scales with network size. Second, we evaluate the overhead introduced by our virtualization layer. We analyse the overhead of the control plane by measuring the controller’s request processing time. For the data planes we evaluate the overhead in terms of throughput and communications latency.

The experiments were run on a testbed composed of two servers equipped with 2 Intel Xeon E5520 quad-core, HT, 2.27 GHz, and 32 GB RAM. The hypervisor used is XenServer 6.5, running OVS 2.1.3. There is a router between the servers to simulate a multi-cloud environment. One of the servers hosts one VM dedicated to the Floodlight controller, and another to host Mininet 2.2.0.

Setup time. The setup time is the time between the moment the tenant submits a virtual network request until the instant when the whole network components are initialized and instantiated. This time is composed of two components: time to populate network state in the resilient network hypervisor, and time to configure and initialize all tunnels.

We compare two different tunnel topologies. The first is a setup with a full mesh of tunnels between all VMs, creating a one-hop tunnel between each pair of VMs, to serve as baseline. The second is our solution: we set up a minimum spanning tree (MST) between those same VMs. The objective was to compare between the two extreme scenarios. The results are shown in Figure 2.3.

As expected, for the MST case the setup time grows linearly with network size. By contrast, a full mesh has an $O(n^2)$ cost, and hence the setup time grows quadratically. As can be seen in the full mesh case, tunnel creation has a visible effect on setup time as the network grows, making it a fundamental component for large scale scenarios. This motivates the need to minimize the number of tunnels for the system to scale. In any case, these setup times are still two to three orders of magnitude below the time to provision and boot a VM in the cloud [35]. For scalability sake it is therefore important to use a minimum spanning tree as the base for tunnel setup, adding redundant tunnels as needed to increase network resilience.

Control plane overhead. We measure the cost of network virtualization in the control plane using cbench [35], a control plane benchmarking tool that generates packet-in events for new flows. In this test, cbench is configured to spawn a number of switches equal to the number of virtual networks, each switch having 5 hosts with unique MAC addresses. The tests are run with cbench in latency mode. In this mode cbench sends a packet-in request and waits for a response before sending the next request. This allows measuring the controller’s request processing time. We consider two scenarios:
one with network virtualization, and another without network virtualization. We present the results in Figure 2.4.

As can be seen, the virtualization layer adds a very small overhead of less than 0.1 ms compared to the baseline. Importantly, the latency overhead is mainly independent of network size (i.e., as the network grows the latency overhead remains relatively stable). Further, for multi-cloud scenarios the inter-cloud latency is in the order of the tens of hundreds of milliseconds [35], and hence this overhead is negligible.

**Data plane overhead.** To evaluate data plane overhead, we make two experiments. We measure network latency by running several pings between two virtual machines executing in different servers (emulating different clouds). To measure network throughput we run netperf’s TCP_STREAM test between those same virtual machines. Again, we consider two scenarios: one virtualized and one non-virtualized.

The results are shown in Figure 2.5. The virtualization layer introduces an overhead, in particular at very high bit rates. The cost is particularly clear in the 10G experiment, with the maximum throughput reduced to half the original value when virtualization is introduced. The latency also increases more than 50% in this worst case.

The virtualization overhead is mainly due to the use of tunnels. Our context precludes the use of hardware offload techniques, such as those used in NVP [29], to increase performance, as in public...
clouds we do not have access to the cloud virtualization layer, nor to the hardware. This motivates the need to minimize the use of tunnels by increasing traffic locality as much as possible. This can be done by maintaining VMs that communicate frequently closer to each other. For instance, VM migration could be triggered when this type of communication pattern is detected. Anyway, for the multi-cloud scenarios we target the inter-cloud throughput is in the order of the hundreds of Mbps [35]. At these rates, the overhead is relatively low (a reduction of 6% in throughput). The additional latency is also negligible when compared with typical inter-cloud latencies.

Figure 2.5: Data plane overhead
Chapter 3 Network virtualization components

In this chapter we present the components of the SUPERCLOUD platform that enable network virtualization: virtual network embedding, and address & topology virtualization. Then, in Chapter 4 we focus on the dependability and scalability of the solution, and in Chapter 5 we describe its security autonomic management module.

In Section 3.1 we address the virtual network embedding module, responsible for mapping the virtual network requests to the SUPERCLOUD physical resources, taking into account the security and dependability demands by users. Then, in Section 3.2 we detail the techniques we propose for address and topology virtualization. These allow SUPERCLOUD users to choose any L2 (Ethernet MAC) or L3 (IP) address – our network hypervisor offers full address virtualization – and any topology.

3.1 Virtual network embedding

In this section we tackle a fundamental issue in network virtualization – the Virtual Network Embedding (VNE) problem – from the SUPERCLOUD perspective. VNE addresses the problem of providing the virtual networks specified by a tenant while making efficient use of the shared resources. The goal is to find an effective mapping of the virtual nodes and links onto the substrate network. The VNE problem has been widely studied in the literature [2]. This problem is traditionally formulated with the objective of maximizing network provider revenue by efficiently embedding incoming virtual network (VN) requests. This objective is subject to constraints, such as processing capacity on the nodes and bandwidth resource on the links.

A mostly unexplored perspective on this problem is providing security and dependability, an important set of requirements of SUPERCLOUD. Indeed, to shift their workloads to the cloud, tenants trust their cloud providers to guarantee that their workloads are secure and available. Unfortunately, there is increasing evidence that problems do occur, of both benign nature (e.g., a cloud outage), and malicious (e.g., caused by a corrupt cloud insider) [38]. We thus argue that security and dependability are becoming critical factors that should be considered by virtual network embedding algorithms.

In this section we propose a VNE solution that considers security and dependability as first class citizens. We formulate the problem as a Mixed Integer Linear Program (MILP)\(^1\). In order to fulfill SUPERCLOUD requirements, we introduce specific security constraints including, for instance, the possibility of a virtual machine attacking another virtual machine (e.g., a side-channel attack) or replay attacks on physical links. As substrate resources may fail, we also take into account dependability constraints, including the ability to tolerate failures, by ensuring that additional computing and communication resources are allocated during the process of embedding. The resiliency properties of our solution are further extended by assuming the multiple cloud provider model of SUPERCLOUD. We consider the coexistence of multiple clouds, both public and private, and assume that each individual cloud may offer potentially different levels of trust for a user. A private facility is in principle more trustworthy, while different public clouds may offer a different level of security and trust (due to its location and/or its particular infrastructure). By not relying on a single cloud provider we avoid internet-scale single points of failures, avoiding cloud outages by replicating workloads across clouds.

---

\(^1\) A Mixed Integer Linear Programming problem is a mathematical optimization program in which some of the variables are constrained to be integers, while other variables are allowed to be non-integers.
In addition, security can be enhanced by leaving sensitive workloads in the tenant’s private clouds or on trustworthy public alternatives.

### 3.1.1 Background and Related Work

The main resource allocation challenge in network virtualization is the problem of embedding virtual networks in a substrate network. This is usually referred to as the Virtual Network Embedding (VNE) problem. The goal is to maximize the benefit gained from the efficient mapping of virtual resources onto the physical hardware.

There is already a rich literature on this problem [2]. Yu et al. [58] were the first to solve it efficiently, by assuming the capability of path splitting (multi-path) in the substrate network, which enable the computationally harder part of the problem to be solved as a multicommodity flow (MCF), for which efficient algorithms exist. The authors solve the problem considering two independent phases – an approach commonly used by most algorithms. In the first phase, a greedy algorithm is used for virtual node embedding. Then, to map the virtual links, either efficient MCF solutions or k-shortest path algorithms can be used. In [14], Chowdhury et al. proposed two algorithms for VNE that introduce coordination between the node and link mapping phases. The main technique proposed in this work is to augment the substrate graph with meta-nodes and meta-links that allow the two phases to be well correlated, achieving more efficient solutions.

As failures in networks are inevitable, the issue of failure recovery and survivability in VNE has gained attention recently. H. Yu et al. [57] have focused on the failure recovery of nodes. They proposed to extend the basic VNE mapping with the inclusion of redundant nodes. Rahman et al. [48] formulated the survivable virtual network embedding (SVNE) problem to incorporate single substrate link failures. Other works, such as [56], aim to achieve efficient dependable embedding, for example by pooling backup resources.

A mostly unexplored perspective on VNE problem is providing security guarantees. Fischer et al. [19] have introduced this problem and considered including constraints in the VNE formulation that take security in consideration. The authors proposed the assignment of security levels to every physical resource, allowing virtual network requests to include security demands. Liu et al. [37] have proposed VNE algorithms based on this idea.

More recently a few works started considering cloud environments. Nonde et al. [41] have proposed energy-efficient VNE, where power savings are introduced by consolidating resources in datacenters. The setting of this work is, however, a single datacenter.

### 3.1.2 Problem description

The multi-cloud environment of SUPERCLOUD increases the flexibility, dependability, and security of the network virtualization solution. This increase in the options offered to users makes the problem different from the VNE problems considered to this date. In our environment, when a user wants to instantiate a virtual network (VN), besides the processing (CPU) capacity for its nodes and the bandwidth resources for its links, it may also include security and dependability demands. To fulfill these requirements, we give users the possibility to choose specific security and dependability levels for its VN (namely, to its virtual nodes and virtual links). Figure 3.1 gives an example of typical security and dependability levels that can be chosen by the user for its virtual resources.

In the example, virtual nodes can be embedded onto machines with three different types of security: normal containers, normal VMs, or secure VMs (e.g., VMs that include trusted components, such as a Trusted Platform Module, TPM). Users also can choose the security requirements for their virtual links: default security, an intermediate security level (e.g., where authenticity and integrity are guaranteed), or a higher security level (e.g., where authenticity, integrity, and confidentiality are guaranteed). Finally, users can choose the type of cloud where they want their virtual nodes to be located. In the example, we define three types of clouds: public clouds (belonging to cloud providers), trusted public clouds (belonging to cloud providers that are considered more trustworthy), and private...
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Figure 3.1: Possible levels of security and dependability the user can choose for its virtual network

clouds (belonging to the tenant, assumed to be the most secure option). With these options, the user may choose private clouds or trusted public clouds for more sensitive workloads, while leaving the others in public clouds, to scale out.

Besides security, tenants also can require backups for their virtual resources, for fault-tolerance. To ensure dependability additional physical resources need to be allocated in the substrate network (SN) to the user’s VN. In addition, when replication is required tenants can choose the location of each backup node, further improving dependability. To avoid cloud outages (caused by a natural disaster or a malicious attack), they may choose replication for virtual nodes in different clouds. Note that when dependability is required substrate paths between the backup nodes of a VN need to be set up.

With the features of our solution described, we now define the Secure and Dependable Virtual Network Embedding (SecDep VNE) problem:

Given the virtual network $G^V$ with resources requested and corresponding security and dependability requirements, and substrate network $G^S$ with resources to serve incoming Virtual Network Requests (VNRs), can $G^V$ be mapped to the substrate network with the minimum resources while satisfying the following? (i) Each virtual node and link is mapped to the substrate network meeting the CPU capacity and bandwidth constraints, respectively, and also the security and dependability constraints, namely of node security type, node location, node backup, and link security type; (ii) Each virtual node is mapped to a substrate node that is located in a cloud that covers its cloud type requirements; (iii) The virtual network is protected against faults in the substrate network or cloud outages, when backups are required by the user.

Our model handles the SecDep VNE problem, trying to map a VN onto a SN while respecting all the requirements and constraints. When a VNR arrives, our solution tries to find the best mapping for the VN while reducing the costs of embedding it (i.e., reduce the total quantity of substrate resources allocated to it). If there is no possible solution to embed the incoming VN, then the VN is rejected. When a solution is found, the quantity of resources demanded by the VN is allocated.

In our formulation, after the embedding of a VN the SN is augmented with the virtual nodes that were embedded. These virtual nodes have meta-links with the substrate nodes on which they are mapped.
Figure 3.2: (a) Simple substrate network. (b) Simple virtual network request that arrives to be embedded. (c) Example of an embedding result of (b) onto (a) after the execution of our MILP formulation (supposing that all constraints are achieved - resource capacity, security, cloud type and dependability constraints).

The meta-links allow a certain virtual node to be mapped onto a certain substrate node. In Figure 3.2(c) we illustrate the result of embedding the VN request presented in 3.2(b) onto the SN presented in 3.2(a) (assuming that all constraints are guaranteed). Virtual node 1 has a meta-link with substrate node A, and virtual node 2 has one with E, which are their primary nodes. They also have meta-links with substrate nodes B and D, the backup nodes that are used when a failure occurs. In this figure it is also possible to observe that the substrate paths (both working and backup) correspond to more than one substrate link (e.g., the substrate links (A,F) and (F,E) are assigned to the working path).

3.1.3 Network Model

In this section we describe the characteristics and attributes that define a physical and a virtual network. More precisely, we describe each attribute of the network resources (its nodes and links).

3.1.3.1 Substrate Network

We model the substrate network as a weighted undirected graph. It is denoted by $G^S = (N^S, E^S, A^S_N, A^S_E)$, where $N^S$ is the set of substrate nodes, $E^S$ is the set of substrate links, $A^S_N$ is the set of attributes of substrate nodes, and $A^S_E$ is the set of attributes of substrate links. $A^S_N$ contains the following attributes for substrate nodes:

$$A^S_N = \{ \{cpu^S(n), sec^S(n), cloud^S(n)\} | n \in N^S \}$$

- $cpu^S(n)$ - Total CPU capacity of the substrate node $n$. This attribute can take any value between 0 and 1.
- $sec^S(n)$ - Security provided by the substrate node $n$. This attribute can take any positive integer (including zero) as its value. In the example given above in Figure 3.1, if node $n$ is a normal container, then $sec^S(n) = 0$. If it is a normal VM, $sec^S(n) = 1$. Lastly, if $n$ is a secure VM, then $sec^S(n) = 2$. 
• $\text{cloud}^S(n)$ - Defines in which type of cloud the substrate node $n$ is located. This attribute can take any positive integer (including zero) as its value. In the example, if $n$ is located in a public cloud, then $\text{cloud}^S(n) = 0$. If it is located in a trusted public cloud, then $\text{cloud}^S(n) = 1$. Lastly, if $n$ is located at a private cloud, then $\text{cloud}^S(n) = 2$.

$A^S_E$ contains the following attributes for substrate links:

$$A^S_E = \{\{\text{bw}^S(l), \text{sec}^S(l)\}|l \in E^S\}$$

• $\text{bw}^S(l)$ - Total bandwidth capacity of the substrate link $l$. This attribute can take any values greater or equal to 0.

• $\text{sec}^S(l)$ - Security provided by the substrate link $l$. This attribute can take any positive integer (including zero) as its value. In the example, $\text{sec}^S(l) = 0$ if link $l$ only provides simple security mechanisms defined as default. If link $l$ supports protocols that provide authenticity and integrity guarantees, then $\text{sec}^S(l) = 1$. Lastly, if $l$ supports the use of protocols that provide authenticity, integrity and confidentiality guarantees, then $\text{sec}^S(l) = 2$.

Figure 3.3 shows an example of a SN. Substrate nodes A and D are in the same cloud (a trusted public cloud) and B and C are in a public cloud. Links (D,A) and (B,C) are intra-domain links; links (A,B) and (C,D) are inter-domain links. It is also possible to observe the diversity of the resource attributes. Some nodes are more secure (e.g., node A, a secure VM), some have weaker computing or bandwidth capacities, such as node C or link (A,B), etc.

Figure 3.3: Example of a SN $G^S$ where $N^S = \{A, B, C, D\}$ and $E^S = \{(A, B), (B, C), (C, D), (D, A)\}$. The sets $A^S_N$ and $A^S_E$ (i.e., the attributes of the substrate resources) are presented in the figure.

### 3.1.3.2 Virtual Network Requests

VNRs are defined by the users of the system. Similar to the substrate network, the VNRs are also modeled as weighted undirected graphs. Each virtual network request is denoted by $G^V = (N^V, E^V, Time^V, Dur^V, A^V_N, A^V_E)$, where $N^V$ is the set of virtual nodes, $E^V$ is the set of virtual links, $Time^V$ is the arrival time of the VNR, $Dur^V$ is the time period for which the VN is valid, $A^V_N$ is the set of attributes of substrate nodes, and $A^V_E$ is the set of attributes of substrate links. $A^V_N$ contains the following attributes demanded by virtual nodes:
\[ A_N^V = \{\{cpu^V(n), sec^V(n), cloud^V(n), dep^V(n)\}|n\in NV\} \]

- \(cpu^V(n)\) - CPU capacity demanded by the virtual node \(n\). This attribute can take any value between 0 and 1.
- \(sec^V(n)\) - Security demanded by the virtual node \(n\). This attribute can take any positive integer (including zero) as its value, similar to the SN case above.
- \(cloud^V(n)\) - Defines the type of cloud on which the virtual node \(n\) should be mapped. This attribute can take any positive integer (including zero) as its value, similar to the SN case above.
- \(dep^V(n)\) - Defines where the backup of virtual node \(n\) should be mapped. This attribute can take any positive integer (including zero) as its value. Considering the same example, if replication is not needed for the VNR, then \(dep^V(n) = 0\). If virtual node \(n\) should have a backup in the same cloud, then \(dep^V(n) = 1\). Finally, if \(n\) should have a backup located in another cloud (e.g., in order to survive to a cloud outage), then \(dep^V(n) = 2\).

\[ A_E^V \] contains the following attributes demanded by virtual links:

\[ A_E^V = \{\{bw^V(l), sec^V(l)\}|l\in EV\} \]

- \(bw^V(l)\) - Bandwidth capacity demanded by the virtual link \(l\). This attribute can take any value greater than 0.
- \(sec^V(l)\) - Security demanded by the virtual link \(l\). This attribute can take any positive integer (including zero), again similar to the SN case.

Figure 3.4 shows an example of a VNR. Similar to Figure 3.3, here it is also possible to observe the diversity of the virtual resources. The user requires virtual node 1 to be mapped onto a substrate node that is located in a trusted public cloud. In addition, it requires its backup to be located in another cloud with the same level of security. Virtual node 2 can be mapped onto a substrate node that is located in a public cloud, and its backup can be located in the same cloud. Virtual link (1,2) can be mapped onto one or more substrate links, but requires all constituent links to have an equal or greater security level than the one required. In this case, the physical links where virtual link (1,2) will be mapped should have \(sec^S = 1\) at least.

\[
\begin{array}{c}
\text{cpu}^V(1) = 28 \\
\text{sec}^V(1) = 1.2 \\
\text{cloud}^V(1) = 1.1 \\
\text{dep}^V(1) = 1
\end{array}
\quad
\begin{array}{c}
\text{bw}^V(1,2) = 65 \\
\text{sec}^V(1,2) = 1.1
\end{array}
\quad
\begin{array}{c}
\text{cpu}^V(2) = 50 \\
\text{sec}^V(2) = 1.1 \\
\text{cloud}^V(2) = 1.0 \\
\text{dep}^V(2) = 2
\end{array}
\]

Figure 3.4: Example of a VN \(G^V\) where \(N^V = \{1, 2\}\) and \(E^V = \{(1, 2)\}\). The sets \(A_N^V\) and \(A_E^V\), i.e., the demands of virtual nodes and links, are presented in the figure.

It is important to note that substrate resources with higher security (or dependability) levels can map virtual resources that have lower or equal security level demands. For instance, a substrate node with \(sec^S = 2\) and \(cloud^S = 2\) (located in a private cloud) can map either one of the virtual nodes presented in Figure 3.4, since it provides the highest level of security demanded by virtual nodes.
3.1.3.3 Measurement of Substrate Network Resources

The residual capacity (or available capacity) of a substrate node, $R_N(n^S)$, is defined as the available CPU capacity of the substrate node $n^S \in N^S$.

$$R_N(n^S) = \text{cpu}^S(n^S) - \sum_{\forall n^V \uparrow n^S} \text{cpu}^V(n^V),$$

where $n^V \in N^V$ and $x \uparrow y$ denotes that the virtual node $x$ is hosted on the substrate node $y$.

Similarly, the residual capacity of a substrate link, $R_E(e^S)$, is defined as the total amount of bandwidth available on the substrate link $e^S \in E^S$.

$$R_E(e^S) = \text{bw}^S(e^S) - \sum_{\forall e^V \uparrow e^S} \text{bw}^V(e^V),$$

where $e^V \in E^V$ and $x \uparrow y$ denotes that the flow of the virtual link $x$ traverses the substrate link $y$.

Since a virtual link can be mapped onto multiple substrate links, i.e., mapped onto a substrate path, it is also important to define the available bandwidth capacity of a substrate path $P$. This can be defined as the minimum available bandwidth among all the substrate links belonging to $P$.

$$R_E(P) = \min_{e^S \in P} R_E(e^S)$$

3.1.3.4 Objectives

The main goal of VNE is to maximize the profit of the SUPERCLOUD provider. For this purpose, and similar to [58, 15], we define the revenue of accepting a VNR as:

$$R(G^V) = \lambda_1 \sum_{e^V \in E^V} \text{bw}^V(e^V) \text{sec}^V(e^V) + \lambda_2 \sum_{n^V \in N^V} \text{cpu}^V(n^V) \text{sec}^V(n^V) \text{cloud}^V(n^V),$$

where $\lambda_1$ and $\lambda_2$ are weights that denote the relative proportion of each revenue component to the total revenue. We will address these weights later in Section 3.1.4.2. Although the revenue gives us an idea of how much the SUPERCLOUD provider will gain by accepting a certain VNR, it is not useful if we do not know the cost the provider will incur for embedding that request. Therefore, it is also necessary to define the cost. The cost of embedding a VNR can be defined as the sum of total substrate resources allocated to that VN. Normally, the numerical cost of embedding a VNR is equal or higher than the revenue generated by that request. This is due to the fact that virtual links may be embedded to one or more physical links. In our work, the cost may also increase if the VNR requires backups or higher security or dependibility for its virtual nodes and links. We define the cost of embedding a VNR as:

$$C(G^V) = \lambda_1 \sum_{e^V \in E^V} \sum_{e^S \in E^S} f^e_{e^S} \text{sec}^S(e^S) + \lambda_2 \sum_{n^V \in N^V} \sum_{n^S \in N^S} \text{cpu}_{n^S}^n \text{sec}^S(n^S) \text{cloud}^S(n^S),$$

where $f^e_{e^S}$ denotes the total amount of bandwidth allocated on the substrate link $e^S$ for virtual link $e^V$ and $\text{cpu}_{n^S}^n$ denotes the total amount of CPU allocated on the substrate node $n^S$ for virtual node $n^V$ (either working or backup parts). $\lambda_1$ and $\lambda_2$ are weights that denote the relative proportion of each cost component to the total cost.
3.1.4 MILP Formulation for Sec&Dep VNE

We have developed a MILP formulation to solve the Secure and Dependable VNE problem. In this section we start by explaining the variables used in our formulation, the objective function, and finally the constraints that were defined to solve the problem.

3.1.4.1 Variables

In Table 3.1 the variables that are used in our MILP formulation are showed (and explained). Briefly, $w_{f_{i,j}^{u,v}}$, $b_{f_{i,j}^{u,v}}$, $w_{l_{i,j}^{u,v}}$, $b_{l_{i,j}^{u,v}}$ and $r_{l_{u,v}}$ are related to working and backup links; $w_{n_{i,v}}$, $b_{n_{i,v}}$ and $r_{n_{v}}$ are related to working and backup nodes; $w_{c_{i,c}}$ and $b_{c_{i,c}}$ are related to the embedding location of virtual nodes.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_{f_{i,j}^{u,v}}$</td>
<td>The amount of working flow, i.e., bandwidth, on the physical link $(u,v)$ for the virtual link $(i,j)$</td>
</tr>
<tr>
<td>$b_{f_{i,j}^{u,v}}$</td>
<td>The amount of backup flow, i.e., backup bandwidth, on the physical link $(u,v)$ for the virtual link $(i,j)$</td>
</tr>
<tr>
<td>$w_{l_{i,j}^{u,v}}$</td>
<td>Denotes whether the virtual link $(i,j)$ is mapped on to the physical link $(u,v)$. (1 if $(i,j)$ is mapped on $(u,v)$, 0 otherwise)</td>
</tr>
<tr>
<td>$b_{l_{i,j}^{u,v}}$</td>
<td>Denotes whether the backup of virtual link $(i,j)$ is mapped onto the physical link $(u,v)$. (1 if backup of $(i,j)$ is mapped on $(u,v)$, 0 otherwise)</td>
</tr>
<tr>
<td>$r_{l_{u,v}}$</td>
<td>The reserved backup resources on a physical link $(u,v)$, i.e., the total quantity of bandwidth that is allocated for backup flows.</td>
</tr>
<tr>
<td>$w_{n_{i,v}}$</td>
<td>Denotes whether virtual node $i$ is mapped onto the physical node $v$. (1 if $i$ is mapped on $v$, 0 otherwise)</td>
</tr>
<tr>
<td>$b_{n_{i,v}}$</td>
<td>Denotes whether virtual node $i$’s backup is mapped onto the physical node $v$. (1 if $i$’s backup is mapped on $v$, 0 otherwise)</td>
</tr>
<tr>
<td>$r_{n_{v}}$</td>
<td>The reserved backup resource on a physical node $v$, i.e., the total quantity of CPU that is allocated to backups.</td>
</tr>
<tr>
<td>$w_{c_{i,c}}$</td>
<td>Denotes whether virtual node $i$ is mapped on cloud $c$. (1 if $i$ is mapped on $c$, 0 otherwise)</td>
</tr>
<tr>
<td>$b_{c_{i,c}}$</td>
<td>Denotes whether virtual node $i$’s backup is mapped on cloud $c$. (1 if $i$’s backup is mapped on $c$, 0 otherwise)</td>
</tr>
</tbody>
</table>

Table 3.1: List of all the variables used in our MILP formulation

3.1.4.2 Objective Function

The objective function of our formulation has three goals: to minimize 1) the sum of all computing costs, 2) the overall number of hops of the substrate paths for the virtual links, and 3) the overall number of hops of the substrate paths for the virtual links.

Since we have different objectives, and these objectives are measured in different units, we have to unify them. Thus, in our formulation we consider a weighted sum function with three different weights, $\lambda_1$, $\lambda_2$, and $\lambda_3$, which should be reasonably parameterized for each objective, in order to mitigate the differences between the units.

The first and the second parts of Eq. 3.1 are the sum of all working and backup link bandwidth costs, respectively. The third and the fourth parts are the sum of all working and backup computing node costs. In this function, the level of security provided by the physical resources is considered.

The parameter $\alpha$ is a weight for each physical link that assumes some value defined previously and that depends if $(u,v)$ is an inter-cloud connection (link between two clouds) or an intra-domain link (link inside a cloud). This is due to the expectation that virtual links that use links connecting two clouds (inter-domain links) to have higher cost (monetary, delay, or other). Also, mapping a VN onto
substrate resources that provide higher security or dependability requirements are expected to increase costs. The fifth and last parts of the objective function aim to address this cost.

\[
\begin{align*}
\min & \quad \lambda_1 \sum_{(i,j) \in EV} \sum_{u,v \in NS} \alpha_{u,v} \ w_{i,j}^{u,v} \ sec^S(u,v) \\
& \quad + \lambda_1 \sum_{u,v \in NS} r_{u,v} \ sec^S(u,v) \\
& \quad + \lambda_2 \sum_{i \in NV} \sum_{v \in NS} \ cpu^V(v) \ wn_{i,v} \ sec^S(v) \ cloud^S(v) \\
& \quad + \lambda_2 \sum_{v \in NS} r_{v} \ sec^S(v) \ cloud^S(v) \\
& \quad + \lambda_3 \sum_{(i,j) \in EV} \sum_{u,v \in NS} \ wl_{i,j}^{u,v} \\
& \quad + \lambda_3 \sum_{(i,j) \in EV} \sum_{u,v \in NS} \ bl_{i,j}^{u,v}
\end{align*}
\]  

(3.1)

Intuitively, with our formulation when a VNR arrives to our system the embedder will try to match the resources to requests in such a way that it saves the more “powerful” resources (e.g., those with higher security levels) to the virtual resources that require them explicitly. For instance, virtual nodes with \( sec^V = 1 \) will be mapped onto substrate nodes with \( sec^S = 2 \) if and only if there are no substrate nodes with \( sec^S = 1 \) available.

3.1.4.3 Typical Constraints

In this section we define the constraints typically defined in most VNE MILP formulations.

**Domain Constraints.** The following constraints define the values space for each variable defined in our MILP formulation.

\[
\begin{align*}
w_{i,j}^{u,v} & \geq 0, \forall u, v \in NS, (i, j) \in EV \\
b_{i,j}^{u,v} & \geq 0, \forall u, v \in NS, (i, j) \in EV \\
w_{i,v} & \in \{0,1\}, \forall i \in NV, v \in NS \\
b_{i,v} & \in \{0,1\}, \forall i \in NV, v \in NS \\
r_{u,v} & \geq 0, \forall u, v \in NS \\
r_{v} & \geq 0, \forall v \in NS \\
w_{c,i} & \in \{0,1\}, \forall i \in NV, c \in C \\
b_{c,i} & \in \{0,1\}, \forall i \in NV, c \in C
\end{align*}
\]

(3.2) - (3.11)

Eq. 3.2 and 3.3 ensure that the bandwidth allocated for a virtual link \((i,j)\) in a substrate link \((u,v)\), either for the working or backup parts, never takes negative values.
Eq. 3.4, 3.5, 3.6, and 3.7 ensure, respectively, that the variables $w_{i,j}^{u,v}$, $b_{i,j}^{u,v}$, $w_{n}^{u,v}$, and $b_{n}^{u,v}$ take either the value 0 or 1.

Eq. 3.8 and 3.9 ensure that the bandwidth reserved for backup on substrate links and the capacity (e.g., CPU) reserved on substrate nodes, also for backup, never take negative values.

Eq. 3.10 and 3.11 ensure variables $w_{c}^{i,c}$ and $b_{c}^{i,c}$ only take the value 0 or 1.

**Note:** The set $C$ present in these restrictions (and later) is the set of existent clouds.

**Link Mapping for Working Traffic**

Constraints 3.12, 3.13, and 3.14 refer to the working flow conservation conditions, which denote that the network flow to a node is zero, except for the source node and the sink node, respectively (i.e., no flow appears or disappears in any node, unless it is a source or a sink node).

$$\sum_{u \in N^S \cup N^V} w_{f}^{i,j}_{u,v} - \sum_{u \in N^S \cup N^V} w_{f}^{i,j}_{v,u} = 0, \forall (i,j) \in E^V, v \in N^S \quad (3.12)$$

$$\sum_{v \in N^S} w_{f}^{i,j}_{v,j} - \sum_{v \in N^S} w_{f}^{i,j}_{j,v} = bw^V(i,j), \forall (i,j) \in E^V \quad (3.13)$$

$$\sum_{v \in N^S} w_{f}^{i,j}_{j,v} - \sum_{v \in N^S} w_{f}^{i,j}_{v,j} = -bw^V(i,j), \forall (i,j) \in E^V \quad (3.14)$$

Eq. 3.15 and 3.16 guarantee that the working flow of a virtual link $(i,j)$ always departs from the correspondent working node of $i$ and arrives to the correspondent working node of $j$.

$$wn_{i,v} \cdot bw^V(i,j) = w_{f}^{i,j}_{i,v}, \forall v \in N^S, (i,j) \in E^V \quad (3.15)$$

$$wn_{j,v} \cdot bw^V(i,j) = w_{f}^{i,j}_{v,j}, \forall v \in N^S, (i,j) \in E^V \quad (3.16)$$

Figure 3.5 shows an example of how these constraints contribute to our formulation. In short, they define the values of variables $w$. Constraints 3.12, 3.13, and 3.14 are responsible for $w_{f}^{1,2}_{D,A} = 4$, i.e., they are responsible for the working flows in the substrate network. Eq. 3.15 and 3.16 are responsible for the working flows on meta-links. Supposing that virtual nodes 1 and 2 of a VNR are mapped onto substrate nodes A and D, respectively, we have $wn_{1,A} = 1$ and $wn_{2,D} = 1$. Therefore, $w_{f}^{1,2}_{1,A} = 4$ and $w_{f}^{1,2}_{2,D} = 4$. All other $w$ and $wn$ variables, such as $w_{f}^{1,2}_{1,B}$ or $wn_{2,C}$ are equal to 0.

**Node Capacity Constraints.** Substrate nodes can map nodes from different VNRs simultaneously. They can be the correspondent working node of a virtual node $i$ from a VNR $x$ and simultaneously be the correspondent backup node of a virtual node $j$ from a VNR $y$. Considering this, for a substrate node, the total allocated capacity depends on the total capacity that is allocated for working nodes, plus the total capacity that is allocated for backup nodes, which should be less than the current capacity of the substrate node. This is represented by Eq. 3.17 and 3.18.
Link Capacity Constraints. Like substrate nodes, substrate links also can map virtual links from different VNRs simultaneously. Eq. 3.19 and 3.20 define the allocated link capacity of a substrate link as the sum of the capacity allocated for the active flows and the reserved resources for backup. The allocated capacity of a substrate link should be less than the residual capacity of that physical link.

\[
\sum_{(i,j) \in E^V} (bf_{u,v}^{i,j} + bw_{u,v}^{i,j}) + r_{v}^{i,j} \leq R_{E}(u,v), \forall u,v \in N
\] (3.19)

\[
\sum_{(i,j) \in E^V} (bf_{u,v}^{i,j} + bw_{u,v}^{i,j}) + r_{v}^{i,j} \leq R_{E}(u,v), \forall u,v \in N
\] (3.20)

Figure 3.6 shows an example of how this set of restrictions works. In Figures 3.6(a) and 3.6(b) we show two separate VNRs with different parameters. Taking into account only CPU and bandwidth resources as attributes, we can observe in 3.6(c) that nodes A, B, C and D, and links (A,D) and (B,C), are sharing their capacity to two different VNIs at the same time. Node A is the working node of 100 and the backup node of 1, node B is the working node of 1 and the backup of 100, node C is the working node of 99 and the backup of 2, and node D is the working node of 99 and the backup of 2. Link (A,D) carries the data that goes from 99 to 100 and is the backup link for (1,2), i.e., if a failure occurs in B, C or (B,C) the data that goes from 1 to 2 will pass through (A,D). Link (B,C) is the working link for the virtual link (1,2) and the backup for the virtual link (99,100). This is possible because the substrate resources have sufficient capacity to map multiple virtual resources from different VNRs.

3.1.4.4 Security Constraints

Our VNE formulation includes security constraints, for both the nodes, links, and clouds.

Node Security Constraints. The security restrictions for nodes are defined as:

\[
\sum_{u \in N^V} bn_{u,v}^V(u) \leq r_n^v, \forall v \in N^S
\] (3.17)

\[
\sum_{u \in N^V} wn_{u,v}^V(u) + r_n^v \leq R_N(v), \forall v \in N^S
\] (3.18)
\[ wn_{u,v} \quad \text{sec}^V(u) \leq \text{sec}^S(v), \forall u \in V, v \in S \]  
(3.21)

\[ bn_{u,v} \quad \text{sec}^V(u) \leq \text{sec}^S(v), \forall u \in V, v \in S \]  
(3.22)

Eq. 3.21 guarantees that a virtual node \( u \) is only mapped to a physical node that has an equal or higher security level than \( u \)'s security demand.

Eq. 3.22 ensures the same as the previous one, but for backup nodes.

This ensures, returning to our initial example, that a secure VM from the physical infrastructure can map virtual nodes request for normal containers, VMs, or secure VMs, whereas a physical container can only map virtual nodes that are looking for normal containers.

**Link Security Constraints.** The following equations are related with the working and the backup link security constraints:

\[ w_{i,j}^{u,v} \quad \text{sec}^V(i,j) \leq \text{sec}^S(u,v), \forall (i,j) \in E, u \in V, v \in S \]  
(3.23)

\[ b_{i,j}^{u,v} \quad \text{sec}^V(i,j) \leq \text{sec}^S(u,v), \forall (i,j) \in E, u \in V, v \in S \]  
(3.24)

Here, it is necessary to ensure that each virtual link is mapped to one or more physical links that provide a security level equal or higher than the security demand of the virtual link. Similarly to the previous case, a physical link that provides default security can only map virtual links that demand for that low level of security, while a physical link that provides authenticity, integrity and confidentiality guarantees can map virtual links with any security demand.

**Cloud Security Constraints.** Eq. 3.25 ensures that a virtual node \( u \) is mapped to a certain physical node \( v \) only if the cloud where \( v \) is located is of a type of equal or higher security than the type of cloud demanded by node \( u \). For instance, a virtual node that requires to be mapped on a public cloud may be mapped to either a public, a trusted public or a private cloud, considering again our example. On the other side, a virtual node that requires the highest level of security can only be mapped to nodes located in a private cloud. Eq. 3.26 guarantees the same restriction for the backup nodes.

\[ wn_{u,v} \quad \text{cloud}^V(u) \leq \text{cloud}^S(v), \forall u \in V, v \in S \]  
(3.25)

\[ bn_{u,v} \quad \text{cloud}^V(u) \leq \text{cloud}^S(v), \forall u \in V, v \in S \]  
(3.26)

3.1.4.5 Dependability Constraints

Finally, we define the constraints related to fault-tolerance and dependability.

**Link Mapping for Backup Traffic.** For the backup traffic, it is necessary to define the same set of flow constraints defined for working traffic, but using the variables \( bf_{u,v}^{i,j} \) and \( bn_{u,v} \). Constraints 3.27, 3.28 and 3.29 refer to the backup flow conservation conditions, which denote that the network flow to a node is zero, except for the source node and the sink node, respectively. \( wantBackup \) is a parameter defined by the tenant and it assumes the value 1 if backups are needed or the value 0 otherwise.

\[ \sum_{u \in N^S \cup N^V} bf_{u,v}^{i,j} - \sum_{v \in N^S \cup N^V} bf_{v,u}^{i,j} = 0, \forall (i,j) \in E^V, v \in N^S \]  
(3.27)

\[ \sum_{v \in N^S} bf_{i,v}^{i,j} - \sum_{v \in N^S} bf_{j,v}^{i,j} = bw^V(i,j) \ast wantBackup, \forall (i,j) \in E^V \]  
(3.28)

\[ \sum_{v \in N^S} bf_{j,v}^{i,j} - \sum_{v \in N^S} bf_{i,j}^{i,j} = -bw^V(i,j) \ast wantBackup, \forall (i,j) \in E^V \]  
(3.29)

Eq. 3.30 and 3.31 guarantee that the backup flow of a virtual link \((i,j)\) always departs from the correspondent backup node of \( i \) and arrives to the correspondent backup node of \( j \). Normally, the
backup path only carries information of a virtual link if a failure in the working substrate path as occurred.

\[
bn_{i,v} \quad bw^V(i,j) = bf_{i,v} \times wantBackup, \forall v \in N^S, (i,j) \in E^V
\] (3.30)

\[
bn_{j,v} \quad bw^V(i,j) = bf_{v,j} \times wantBackup, \forall v \in N^S, (i,j) \in E^V
\] (3.31)

Figure 3.7 shows an example of how these constraints contribute to our formulation. In short, they define the values of variables \(bf\). Constraints 3.27, 3.28 and 3.29 are responsible for \(bf^{1,2}_{B,C} = 4\), i.e. for the backup flows in the substrate network. Eq. 3.30 and 3.31 are responsible for the backup flows on meta-links. If we assume that virtual nodes 1 and 2 of a VNR are mapped onto substrate nodes B and C, respectively, we have \(bn_{1,B} = 1\) and \(bn_{2,C} = 1\). Therefore, \(bf^{1,2}_{1,B} = 4\) and \(bf^{1,2}_{2,C} = 4\). All other \(bf\) and \(bn\) variables, such as \(bf^{1,2}_{1,A}\) or \(bn_{2,D}\) are equal to 0.

![Figure 3.7: Example of how variables \(bf\) contribute to our formulation.](image)

The equation below guarantees that the meta-links only carry working or backup traffic to their correspondent virtual nodes. This means that, if a virtual node 1 needs to send information to virtual node 2, the data does not need to pass through the meta-links of a virtual node 3.

\[
\sum_{j,k \neq i} w_{f_{v,j}} + w_{f_{v,k}} + bf_{i,v} + bf_{j,v} = 0, \forall v \in N^S, i \in N^V
\] (3.32)

**Virtual Node Mapping.** Eq. 3.33 and 3.34 state that each virtual node has to be mapped to exactly one working node and \(wantBackup\) backup nodes in the substrate node, i.e., if \(wantBackup = 0\), virtual nodes will not have backup, if \(wantBackup = 1\), virtual nodes will have backup. For the same VN, Eq. 3.35 guarantees that (i) two different virtual working nodes are not mapped to the same substrate node; and (ii) a substrate node that is the backup for a virtual node does not have any virtual working nodes on it. Eq. 3.36 guarantees that a substrate node can be the backup of a single virtual node, for the same VN.

\[
\sum_{v \in N^S} wn_{u,v} = 1, \forall u \in N^V
\] (3.33)

\[
\sum_{v \in N^S} bn_{u,v} = wantBackup, \forall u \in N^V
\] (3.34)

\[
\sum_{u \in N^V} wn_{u,v} + bn_{z,v} \leq 1, \forall v \in N^S, z \in N^V
\] (3.35)

\[
\sum_{u \in N^V \setminus \{z\}} bn_{u,v} + bn_{z,v} \leq 1, \forall v \in N^S, z \in N^V
\] (3.36)
Note that we define Eq. 3.35 because we want to minimize the number of virtual resources of a VN affected if a failure occurs in a certain substrate node. Figures 3.8 and 3.9 try to clarify this idea. In Figure 3.8, if a failure occurs in the physical node A, and nodes 1 and 2 are mapped onto it, all the virtual links will be affected. Instead, if all the nodes of the VN are mapped onto different physical nodes and the failure occurs in node A, only the virtual link (1,3) will be affected.

![Figure 3.8: Example of an embedding that respects the first part of eq. 3.35.](image)

In Figure 3.9, if a failure also occurs in the physical node A, and A is the working node for 1 and the backup node for 2, both working and backup paths will be affected. If physical nodes do not assume the working and backup function simultaneously for the same VN, this problem is solved, as we can observe in the right part of the figure. Here, if a failure occurs in node A, there will always exist a backup path through which nodes 1 and 2 can continue to communicate while A is down.

![Figure 3.9: Example of an embedding that respects the second part of eq. 3.35.](image)

Since in our work we allow the user to choose between having no replication, replication in the same cloud or in different clouds, it is necessary to specify these restrictions.
\[
\sum_{c \in C} w_{u,c} = 1, \forall u \in N^V
\]  
(3.37)

\[
\sum_{c \in C} b_{u,c} = \text{wantBackup}, \forall u \in N^V
\]  
(3.38)

\[
\text{wantBackup} \times w_{u,c} + b_{u,c} \leq \text{dep}^V(u), \forall u \in N^V, c \in C
\]  
(3.39)

\[
w_{u,c} \geq b_{u,c} \times \text{dep}^V(u) - 1, \forall u \in N^V, c \in C
\]  
(3.40)

Eq. 3.37 states that each virtual node is mapped on exactly one cloud. Eq. 3.38 ensures that, when a VN needs backup (\text{wantBackup} = 1), the backup of each virtual node is mapped to exactly one cloud. Eq. 3.39 and 3.40 are restrictions that address if a virtual node \(u\) and its correspondent backup will be on the same cloud or in different clouds, depending on the dependability level required by \(u\) (\text{dep}^V(u)).

Figure 3.10 represents the embedding of a VNR accordingly to the \text{dep}^V of its nodes. Node 1 requires a backup in the same cloud (\text{dep}^V = 1), while node 2 requires to have a backup in another cloud (\text{dep}^V = 2).

![Figure 3.10: Example of an embedding respecting the \text{dep}^V required by the virtual nodes.](image)

\[
\sum_{v \in N^S} (w_{u,v} \times \text{doesItBelong}_{c,v}) \geq w_{u,c}, \forall u \in N^V, c \in C
\]  
(3.41)

\[
\sum_{v \in N^S} (b_{u,v} \times \text{doesItBelong}_{c,v}) \geq b_{u,c}, \forall u \in N^V, c \in C
\]  
(3.42)

The aim of these equations is the following. If a virtual node \(u\) is mapped onto a physical node \(v\) and \(v\) belongs to cloud \(c\) (\text{doesItBelong}_{c,v} = 1\) if substrate node \(v\) belongs to cloud \(c\), 0 otherwise), then \(u\) is mapped on cloud \(c\).

In a similar fashion, we also need restrictions to create relationships between the variables \(wf, wl\) and \(wn\), and \(bf, bl\) and \(bn\):
D4.2- Specification of Self-Management of Network Security and Resilience

\( wn_{i,v} \cdot \text{bw}^V(i,j) \geq \text{wl}^{i,j}_{i,v}, \forall (i,j) \in E^V, v \in N^S \) (3.43)

\( wn_{j,v} \cdot \text{bw}^V(i,j) \geq \text{wl}^{i,j}_{j,v}, \forall (i,j) \in E^V, v \in N^S \) (3.44)

\( \text{bw}^V(i, j) \cdot \text{wl}^{i,j}_{i,v} \geq \text{wf}^{i,j}_{u,v}, \forall (i,j) \in E^V, u, v \in N^S \cup N^V \) (3.45)

Eq. 3.43 and 3.44 are constraints that ensure that, if a meta-link is established between a virtual node \( i \) and a physical node \( v \), then this means that \( i \) is mapped onto \( v \). For instance, if \( \text{wl}^{i,j}_{i,v} = 1 \), then \( wn_{i,v} = 1 \). Eq. 3.45 ensures that, if there is a flow between nodes \( u \) and \( v \) for a virtual link \((i,j)\), then this means that \((i,j)\) is mapped to a meta-link or a physical link whose end-points are \( u \) and \( v \). For example, if \( \text{wf}^{i,j}_{u,v} = 1 \), then \( \text{wl}^{i,j}_{u,v} = 1 \).

Eq. 3.46, 3.47 and 3.48 achieve the same goals as before, but for the backup:

\( bn_{i,v} \cdot \text{bw}^V(i,j) \geq \text{bl}^{i,j}_{i,v}, \forall (i,j) \in E^V, v \in N^S \) (3.46)

\( bn_{j,v} \cdot \text{bw}^V(i,j) \geq \text{bl}^{i,j}_{j,v}, \forall (i,j) \in E^V, v \in N^S \) (3.47)

\( \text{bw}^V(i, j) \cdot \text{bl}^{i,j}_{u,v} \geq \text{bf}^{i,j}_{u,v}, \forall (i,j) \in E^V, u, v \in N^S \cup N^V \) (3.48)

Finally, we include two binary constraints to guarantee the symmetric property of the binary variables related with links.

\( \text{wl}^{i,j}_{u,v} = \text{wl}^{i,j}_{v,u}, \forall (i,j) \in E^V, u \in N^S \) (3.49)

\( \text{bl}^{i,j}_{u,v} = \text{bl}^{i,j}_{v,u}, \forall (i,j) \in E^V, u \in N^S \) (3.50)

**Nodes and Links Disjointness.** Since any substrate nodes and links of a working path can fail, we have to ensure that backup paths connecting the backups of the virtual nodes are disjoint from the substrate resources that are being used for the working part (otherwise a backup path can be compromised if a physical resource belonging to the working and backup part fails).

\( \text{working}_u \geq \sum_{v \in N^S} \text{wl}^{i,j}_{u,v}, \forall (i,j) \in E^V, u, v \in N^S \cup N^V \) (3.51)

\( \text{backup}_u \geq \sum_{v \in N^S} \text{bl}^{i,j}_{u,v}, \forall (i,j) \in E^V, u, v \in N^S \cup N^V \) (3.52)

\( \text{backup}_u = 1 - \text{working}_u, \forall u \in N^S \) (3.53)

Eq. 3.51 - 3.53 together with Eq. 3.35 ensure path disjointness between the working and the backup parts. As we already observed, Eq. 3.35 ensures that a substrate node mapping the working virtual node can not be a backup of any other node, and vice-versa. Relatively to Eq. 3.51 - 3.53 we ensure that if a substrate node \( u \) is an end point of a certain link that is being used as a working resource, \( u \) can not be an end point of a link that is being used as a backup resource, and vice-versa. Variables \text{working} and \text{backup} are auxiliary variables that define if a certain physical node \( u \) belongs to the working or backup part. \text{BigConstant} is a constant big enough to ensure that the restriction is valid when its rightmost part is greater than 0.

To close the explanation of our algorithm, in Figure 3.11 we present a full embedding of a VN onto a SN. An embedding is only successful if all of the previous restrictions explained are fulfilled. In this figure, in addition to the CPU and bandwidth capacities, the VN requests for security for its nodes and links, and also for backups in another cloud. All the requirements of the VN and the characteristics of the substrate resources are presented in the figure, according with the attributes defined in Sections 3.1.3.1 and 3.1.3.2.
3.1.5 Evaluation

In this section we present some performance results of our solution. We have implemented a simulator to reproduce an environment where VNRs with different requirements arrive over time. Section 3.1.5.1 presents the simulation setup. In Section 3.1.5.2 we present the algorithms with which we compared our own. Finally, in Section 3.1.5.3 we show the results of our evaluation, followed by a discussion.

3.1.5.1 Simulation Setup

We have implemented an event simulator to evaluate the performance of our algorithm against the performance of D-ViNE [15, 14]. We have chosen D-ViNE due to its availability as open-source software and the fact that it has been considered as the baseline for most VNE work. This simulator was based on the simulator presented in [1] and, in short, it simulates the dynamical arrival of VNRs to the system. For our evaluation, the SN topology was randomly generated with 25 nodes using the GT-ITM tool [59] in (10x10) grids. Each pair of substrate nodes was randomly connected with probability between 0.1 and 0.3. The CPU and bandwidth resources of the substrate nodes and links were real numbers uniformly distributed between 50 and 100. We assumed that VNRs arrivals (\(Time^V\)) are modelled as a Poisson process with an average rate of 4 VNRs per 100 time units, each one having an exponentially distributed lifetime (\(Dur^V\)) with an average of \(\mu = 1000\) time units. In each VNR, the number of virtual nodes was randomly determined by a uniform distribution between 2 and 4. Each
pair of virtual nodes was randomly connected with probability between 0.1 and 0.3. The capacity
requirements of the virtual nodes and links were real numbers uniformly distributed between 10 and
20.
We chose to only address a small scale environment (25 nodes to the SN and 2-4 nodes to the VNs)
because optimal solutions, such as the MILP we used in SecDepVNE, do not scale for large networks
and, therefore, it would not be possible to have results in a reasonable time. Future work includes
looking for efficient heuristics for this problem.
For SecDepVNE we also need to include security and dependability attributes. The probability of
substrate nodes and links having $sec^S = 0$ was 0.05, for $sec^S = 1$ was 0.4, and for $sec^S = 2$ was
0.55. The substrate nodes belonged to three clouds, each one with a different security level (public,
trusted public and private). The weight ($\alpha$) of all substrate links was 1. The $sec^V$ of the virtual
nodes and links was distributed uniformly by the three different security types. The requests always asked
for backups to their virtual nodes, and $cloud^V$ and $dep^V$ for the virtual nodes of a request were also
generated randomly. In this evaluation, we considered that $\lambda_1 = 1$, $\lambda_2 = 1$ and $\lambda_3 = 1$.

To solve the MILP solutions we used the open source MILP library GLPK [21]. The simulation ran
for 50000 time units, and during this period, the MILPs tried to embed 1000 VNRs. The order of
arrival of VNRs and the capacity requirements of each VNR were the same for both algorithms, in
order to ensure that both dealt with similar problem instances.

3.1.5.2 Comparison Method

In our evaluation, we compared two algorithms that solve the VNE problem with different require-
ments, D-ViNE [15] and our SecDep. D-ViNE requirements include only CPU and bandwidth capac-
ities, while our algorithm adds to these requirements also security demands, cloud preferences and
dependability requirements. This means the algorithms are not in an equal footing (our has more
requirements and consequently restrictions), we chose D-ViNE to comparison because it has been con-
sidered in the VNE literature as the baseline. Furthermore, the comparison of SecDep against D-ViNE
is interesting in order to understand what are the implications when we introduce security and de-
pendability aspects to a typical embedding problem. The objective function of D-ViNE is presented in
(3.54). Besides the minimization of CPU and bandwidth resources allocated to a VN (i.e., minimization
of costs) the objective function of this algorithm also tries to balance the load introducing weights. In
our evaluation, we considered those weights as 1, as its authors [15, 14] (we also follow their notation).

$$
\min \sum_{u \in V} \alpha_u R^E(u, w) + \delta \sum_{w \in S^N} f_{uw} + \sum_{w \in S^N} \beta_w R_N(w) + \delta \sum_{m \in N \setminus N^S} x_{mw} \cdot c(m) \tag{3.54}
$$

To evaluate our solution, we executed six different types of experiments:

1. Solve the embedding problem where there are no security and dependability requirements for
   VNs and the SN;
2. Solve the embedding problem where the SN and all VNs have random security requirements for
   their resources, and only 10% of them requests dependability;
3. Solve the embedding problem where the SN and all VNs have random security requirements for
   their resources, and 30% of them requests dependability;
4. Solve the embedding problem where the SN and all VNs have random security requirements for
   their resources, and 50% of them requests dependability;
5. Solve the embedding problem where the SN and all VNs have random security requirements for
   their resources, and 100% of them requests dependability. This case is considered the worst-case
   in our evaluation, since all the VNRs seek for security and dependability;
6. Solve the embedding problem where there are four different types of requests: 25% of the VNRs do request neither security nor dependability, 25% of the VNRs request only dependability, 25% of the VNRs request only security, and the last 25% of VNRs have both security and dependability requirements.

The notations that we used to refer the different experiments are enumerated in Table 3.2.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Algorithm Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-ViNE</td>
<td>VNE MILP model presented in [15, 14]</td>
</tr>
<tr>
<td>SecDep0</td>
<td>Secure and Dependable VNE MILP model with the environment explained in Point 1</td>
</tr>
<tr>
<td>SecDep10</td>
<td>Secure and Dependable VNE MILP model with the environment explained in Point 2</td>
</tr>
<tr>
<td>SecDep30</td>
<td>Secure and Dependable VNE MILP model with the environment explained in Point 3</td>
</tr>
<tr>
<td>SecDep50</td>
<td>Secure and Dependable VNE MILP model with the environment explained in Point 4</td>
</tr>
<tr>
<td>SecDep100</td>
<td>Secure and Dependable VNE MILP model with the environment explained in Point 5</td>
</tr>
<tr>
<td>MixedSecDep</td>
<td>Secure and Dependable VNE MILP model with the environment explained in Point 6</td>
</tr>
</tbody>
</table>

Table 3.2: Compared algorithms

3.1.5.3 Evaluation Results

We used several performance metrics for evaluation in our experiments. We have considered the same metrics as in [15]:

- VNR acceptance ratio: the percentage of requests accepted over time;
- Average revenue: the revenue that the SUPERCLOUD provider gets over time;
- Average cost of accepting a VNR: the cost the SUPERCLOUD provider will incur by embedding a request;
- Average node utilization: the load of the SN nodes over time;
- Average link utilization: the load of the SN links over time.

To calculate the revenue $R$ and costs $C$ we used the equations presented in Section 3.1.3.4. We now present all results from the simulations and discuss each outcome.

1) The embedding performance of SecDep without considering security and dependability requirements is similar to the embedding performance of D-ViNE. When security and dependability are not taken into account, our algorithm performs similar to D-ViNE, as can be seen in all figures we present in this section. This is important as it shows our baseline to be identical to the most commonly used VNE algorithm.

2) A richer set of features (namely, security and dependability) decreases the acceptance ratio. Figure 3.12 shows that D-ViNE leads to a higher acceptance ratio over time when compared with our SecDep VNE. This was expected, as SecDep VNE is richer in terms of the features provided (security and dependability, in addition to CPU and bandwidth). Consequently, in SecDep VNE to accept a VNR the number of constraints is higher and more condition need
to be satisfied. For instance, a VNR with some virtual nodes demanding the maximum security level may be rejected by SecDep if the SN does not have enough substrate nodes available to cover that demand at that moment. Another important factor that contributes to a smaller acceptance ratio is the higher use of substrate resources due to VNRs that require dependability features, as more resources need to be allocated to these VNRs. When compared to D-ViNE, the worst-case of SecDep VNE (SecDep100) has an acceptance ratio around 35% smaller. The scenarios SecDep50 and MixedSecDep have similar acceptance ratios, both accepting around 20% less requests when compared to D-ViNE. In general, and as expected, a secure and dependable VNE algorithm will present a lower acceptance ratio as providing security and dependability is more demanding.

3) A richer set of features (namely, security and dependability) increases the revenue until the point when the acceptance ratio becomes too low. Figure 3.13 illustrates the time average of generated revenue. When our algorithm is set without security and dependability requirements (SecDep0), it generates the same revenue as D-ViNE. In this figure it is also possible to observe that SecDep10 and SecDep30 generate more revenue than D-ViNE. This is due to security having a weight that is considered in the revenue function (as we expect richer resources to be more more expensive). Since the acceptance ratio in these is not far from D-ViNE, the revenue will increase. All the other cases (SecDep100, SecDep50, and MixedSecDep) generate less revenue than D-ViNE as a consequence of the smaller acceptance ratio they present.

![Figure 3.12: VNR acceptance ratio over time.](image)

4) A relatively small increase in the price of security resources leads to revenues that are inline with traditional VNE algorithms. As per the previous point, SecDep0, SecDep10, and SecDep30 generate similar or slightly better revenues than D-ViNE, so we address this point only to the other case.

As stated earlier, a way to increase the revenue is to increase the price of each security resource. To have a better notion of the scale of the necessary increase, in Table 3.3 we show the target
price security resources should have in cases SecDep50, SecDep100 and MixedSecDep, in order to achieve a total revenue similar to D-ViNE. For this analysis we change the prices of node, link and cloud securities proportionally. The column of security prices shows the price changes we made. The first line of each cell in this column refers to the price increase of the intermediary security levels, while the second one refers to the price increase of the highest security levels. The important take away from this table is the fact that it is possible to achieve a revenue inline with D-ViNE with a very small increase in the price of each security resource.

5) **Dependability and security requirements increase the costs of embedding a VNR.** Figure 3.14 shows that the costs of embedding a VNR with the SecDep algorithm are higher when compared to D-ViNE, as expected. The cost is higher for one main reason. When backups are required by a VNR, the CPU resources demanded by a virtual node are always allocated twice, one allocation for the working node and another to the backup node. There will also be additional allocations of bandwidth resources for the virtual links, since it is necessary to have substrate paths connecting the working nodes (working paths composed by at least one working link) and substrate paths connecting the backup nodes (backup paths composed by at least one backup link).
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Total R</th>
<th>Security Prices (Original price → New price)</th>
<th>Average % Price Increasing</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-ViNE</td>
<td>≈ 76796</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SecDep50</td>
<td>≈ 76773</td>
<td>Medium sec. level: 1.1 → 1.1</td>
<td>4.165</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Highest sec. level: 1.2 → 1.3</td>
<td></td>
</tr>
<tr>
<td>SecDep50</td>
<td>≈ 80320</td>
<td>1.1 → 1.2</td>
<td>8.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2 → 1.3</td>
<td></td>
</tr>
<tr>
<td>SecDep50</td>
<td>≈ 80372</td>
<td>1.1 → 1.1</td>
<td>8.335</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2 → 1.4</td>
<td></td>
</tr>
<tr>
<td>SecDep100</td>
<td>≈ 77800</td>
<td>1.1 → 1.3</td>
<td>34.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2 → 1.8</td>
<td></td>
</tr>
<tr>
<td>SecDep100</td>
<td>≈ 77931</td>
<td>1.1 → 1.4</td>
<td>34.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2 → 1.7</td>
<td></td>
</tr>
<tr>
<td>SecDep100</td>
<td>≈ 78061</td>
<td>1.1 → 1.5</td>
<td>34.845</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2 → 1.6</td>
<td></td>
</tr>
<tr>
<td>MixedSecDep</td>
<td>≈ 75473</td>
<td>1.1 → 1.3</td>
<td>20.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2 → 1.5</td>
<td></td>
</tr>
<tr>
<td>MixedSecDep</td>
<td>≈ 77522</td>
<td>1.1 → 1.4</td>
<td>26.135</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2 → 1.5</td>
<td></td>
</tr>
<tr>
<td>MixedSecDep</td>
<td>≈ 77544</td>
<td>1.1 → 1.3</td>
<td>24.355</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2 → 1.6</td>
<td></td>
</tr>
<tr>
<td>MixedSecDep</td>
<td>≈ 79635</td>
<td>1.1 → 1.4</td>
<td>30.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2 → 1.6</td>
<td></td>
</tr>
<tr>
<td>MixedSecDep</td>
<td>≈ 81764</td>
<td>1.1 → 1.5</td>
<td>34.845</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2 → 1.6</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Prices increasing to achieve total revenues near to D-ViNE.

6) **Dependability requirements increase substrate resources utilization.** Figure 3.15 and Figure 3.16 show the average substrate node and link utilization, respectively. In both figures we observe that there more resources are allocated in the SN with SecDep VNE than with D-ViNE. The reasons are the same as in Point 5 above.

### 3.1.5.4 Discussion

Security and dependability have a cost that may affect the profit of the SUPERCLOUD provider. However, it is possible to reduce the costs by increasing the embedding efficiency. For instance, our solution adopts a backup scheme where each virtual node has a dedicated backup, and additional links are allocated to ensure that VNs survive in case of a failure. This approach is the most conservative, and consequently the most expensive.

Some well-known techniques can be used to reduce the costs of embedding. For example, the use of a backup pooling mechanism, as in [58], can reduce the cost of embedding as only a set of substrate nodes (instead of all) would be allocated to be backup of any VNR when a failure occurs. Although this solution may reduce costs and resource utilization, it brings some disadvantages: the substrate nodes pooled may not be sufficient to all VNRs if a cloud outage occurs. In addition, when a failure occurs making a VNR operational again takes more time, since it is necessary to search which pooled nodes can allocate resources for the failed nodes.

In a similar way, a backup bandwidth sharing technique, where bandwidth resources of backup links (or backup paths) can be allocated on-demand by any VNRm could also reduce the costs and resources utilization. The downside is that this technique does not ensure that there are sufficient backup bandwidth resources available when a failure occurs.
All these techniques target efficiency, aiming to reduce costs. Other possibilities include increasing revenue. For instance, the acceptance ratio of our algorithm could be improved by, instead of refusing a VNR when there are no resources available at the moment of its arrival, postponing the request to be embedded later, as proposed in [14].

3.1.6 Conclusion

A major challenge in network virtualization is how to make efficient use of the shared resources. Virtual Network Embedding (VNE) addresses this problem by finding an effective mapping of the virtual nodes & links onto the substrate network. For some scenarios, VNE has been studied in some detail in the network virtualization literature.

The VNE problem is traditionally formulated with the objective of maximizing network provider revenue by efficiently embedding incoming virtual network (VN) requests. This objective is subject to constraints, such as processing capacity on the nodes and bandwidth resource on the links. A mostly unexplored perspective on this problem is providing some security assurances, a gap increasingly more acute. With the advent of network virtualization platforms, cloud operators now have the ability to extend their cloud computing offerings with virtual networks. To shift their workloads to the cloud, tenants trust their cloud providers to guarantee that their workloads are secure and available. Unfortunately, there is an increasing number of evidence that problems do occur, of both the malicious kind (e.g., caused by a corrupt cloud insider) or benign (e.g., a cloud outage). Security and dependability is thus becoming a critical factor that should be considered by virtual network embedding algorithms.

In this section we proposed a VN embedding solution that considers security and dependability as first class citizens. For this purpose, we introduced specific security and dependability constraints into the formulation. The SUPERCLOUD allows us to extend the resiliency properties further, by assuming a multiple cloud provider model, considering the coexistence of multiple clouds: both private, belonging to the tenant, and public, belonging to cloud providers. By not relying on a single cloud provider we avoid internet-scale single points of failures, avoiding cloud outages by replicating workloads across clouds. In addition, we can enhance security by leaving sensitive workloads in the tenant’s private clouds or in public trusted facilities.

The results from our experiments show that there is an (already expected) cost in providing security and availability that may reduce the SUPERCLOUD provider profit. However, a relatively small increase in the price of the richer features of our solution (security resources, for instance), coupled with efficient techniques to reduce the embedding cost (e.g., pooling of backup resources) enables the provider to offer secure and dependable network services at a profit.

3.2 Addressing & topology virtualization

The SUPERCLOUD network virtualization platform has to fulfil three requirements:

- The first requirement is to enable the specification of arbitrary virtual network topologies, which are independent of the existing physical infrastructure. This means, for instance, that a virtual link can correspond to multiple network paths connecting the two endpoints. Virtual switches may also hide large portions of the infrastructure, with several physical switches interconnected to provide the required abstraction.
- In addition, address virtualization is required, as users should have complete autonomy to manage the address space of their virtual networks.
- Lastly, as resources may be shared to enable an efficient use of the substrate resources, isolation between virtual networks should also be enforced.
Our network hypervisor runs on top of the SDN controller, mapping the physical to virtual events by intercepting the flow of messages between the physical network and the users’ applications. This logical centralization of control is the main enabler for addressing and topology virtualization, and isolation.

### 3.2.1 Topology Virtualization

Our network hypervisor allows users to specify their own arbitrary topologies. These topologies do not have to correspond to the actual physical network – they can exactly match what the user desires. As explained in the previous section, virtual network requests are delivered to a network embedder, which generates a virtual-to-physical mapping. This mapping is then instantiated on the physical topology. The mapping itself does not specify how the virtualization is actually implemented. This is achieved by the hypervisor pushing the necessary flow rules to the switches. For instance, if a virtual link connecting two virtual hosts is composed of multiple physical links, then the hypervisor will install the necessary flows in every switch on the path to enable connectivity between the two end-points.

### 3.2.2 Address Virtualization

The SUPERCLOUD network hypervisor provides address virtualization. Users are able to use the full header space, including both Layer 3 (IP) and Layer 2 (Ethernet MAC) addresses. By offering the full header space users are free to use any MAC and IP address. As such, the virtual addresses of different users can overlap. This is fundamentally different from techniques such as FlowVisor [53], which slice the address space (hence users are restricted to use an address sub-space). Address virtualization is an important facilitator for network migration. The virtual addresses of a user do not need to be reconfigured when the substrate resources are migrated.

Multi-tenant virtualization platforms such as NVP [29] allow address virtualization by implementing logical datapaths in the software virtual switches that run on each host, leveraging a set of tunnels between every pair of host-hypervisors. This option has the advantage of leaving the network infrastructure untouched (the network only sees IP packets), but the use of tunnels implies a non-negligible overhead.

As we have SDN control over the network elements, we have opted for a less expensive translation approach. In our solution the edge switches (those that connect to user’s VMs) re-write the virtually assigned MAC addresses into disjoint addresses to be used within the physical network. This allows different users to use potentially overlapping IP and MAC address blocks. To differentiate between virtual networks, the hypervisor generates a globally unique label: the tenant ID. The first 16 bits of the virtual MAC address are replaced by the tenant ID, forming the physical address that is sent to the network. By such, the user can use any MAC address, but is limited to $2^{32}$ hosts (the same limitation imposed by the use of IPv4 addresses). Collisions of addresses are avoided by installing flow rules to rewrite addresses at the edge switches of the network, from the user-assigned (virtual) addresses to the physical MAC address with tenant ID encoded at the ingress edge, and vice-versa at the egress edge. This rewriting at the edge imposes a (negligible) overhead on the dataplane. Encapsulation (tunneling) techniques (e.g., GRE) are then only used to allow the virtual network to span across clouds.

The current version of the hypervisor is proactive. This means that when a virtual network is instantiated the required translation rules are set up at the edge switches and the necessary flow rules are installed in the substrate switches.

### 3.2.3 Isolation

The SUPERCLOUD network virtualization platform has to guarantee isolation between users. Several dimensions have to be considered: isolation of traffic, bandwidth, device CPU, and forwarding tables [53].
Two techniques are required to achieve isolation of traffic. First, as explained in Section 3.2.2, flow rule redefinition at the edge of the network. The traffic is tagged with the tenant IDs and the flows installed guarantee connectivity between hosts from the same tenant only. Second, we avoid ARP flooding in the network. When ARP traffic is detected at the edge, the hypervisor inserts the necessary flow rules for the traffic to be confined to hosts of the same tenant. This technique guarantees isolation and does not require modification in the hosts (they process the ARP protocol as usual).

For bandwidth isolation it is necessary each virtual link to have its own fraction of bandwidth on each physical link. Failure to isolate bandwidth would allow one user to affect other user’s throughput. To achieve this goal our platform uses the bandwidth slicing capabilities of OpenFlow, in the form of per-port queues. The hypervisor creates a per-user queue on each port on the switch, configured for a fraction of link bandwidth. To enforce bandwidth isolation each user traffic is forwarded via its specific queue (and not directly to the output port). As such, all traffic is mapped a specific class, and a minimum bandwidth queuing discipline is used (although any other, such as Weighted Fair Queueing, can be used).

The CPU of each device (hosts and switches) also needs to be limited. Switches, in particular, use low-power embedded processors that typically have very limited computational resources and so need proper CPU slicing. Rate-limiters are used to enforce CPU isolation.

Finally, as forwarding tables have limited capacity (in terms of TCAM entries) each user has a finite quota of forwarding rules in each switch. This is also important because the failure to isolate forwarding entries between users might allow one user to prevent another from forwarding packets. Our hypervisor maintains a counter of the number of flow entries used per user per switch, and ensures that it does not exceed a preset limit.

3.2.4 Status of implementation

The current prototype of the SUPERCLOUD network hypervisor provides virtualization of L2 and L3 addresses. Users are thus able to define the IP and Ethernet MAC addresses of their VMs. In addition, users can specify arbitrary virtual topologies. At this stage isolation between virtual networks is not yet guaranteed.

The next version of the prototype will include the isolation mechanisms described in Section 3.2.3 to enforce isolation between tenant’s networks. Future work also includes a thorough evaluation of the functional and non-functional requirements of the platform.
Chapter 4 Resilient control plane

The SUPERCLOUD network hypervisor has resilience built-in by design into the control plane (the SDN controller), ensuring that correct operation can be maintained under relevant failure scenarios. Scalable and fault-tolerant SDN controllers usually give up strong consistency for the network state, adopting instead the more efficient eventually consistent storage model. This decision is mostly due to the performance overhead of the strongly consistent replication protocols (e.g., Paxos, RAFT), which limits the responsiveness and scalability of network applications. Unfortunately, this lack of consistency leads to a complex programming model for network applications and, more importantly in the context of SUPERCLOUD, can lead to network anomalies that may result in security breaches.

In this chapter we show how the lack of control plane consistency can lead to network problems and propose fault-tolerant and distributed SDN control plane architectures to address this issue. In Section 4.1 we present the design and implementation of the SUPERCLOUD fault-tolerant SDN controller. Our solution guarantees consistent processing of control plane events and commands even in the presence of faults, without requiring changes to SDN protocols or switches. To address scalability, in Section 4.2 we detail the architecture of the SUPERCLOUD distributed SDN controller. The solution we propose is supported by a fault-tolerant data store that provides the strong consistency properties necessary for transparent distribution of the control plane. In order to deal with the fundamental concern of such design, we apply a number of techniques tailored to SDN for optimizing the data store performance.

4.1 Fault-tolerant SDN controller

The SDN controller is the crucial enabler of the Software-Defined Networking paradigm. Its fundamental function is to maintain the logically centralized network state, which is acted upon by network applications to define the network policy. The controller then instantiates the policy dictated by applications by installing flow rules in the data plane switches, which set how traffic should be handled. Figure 4.1 illustrates the normal execution in an SDN environment. A switch receives a packet that it does not know how to forward. Upon receiving this packet, the controller installs flow rules on the switch that allows it to forward subsequent packets directly without contacting the controller. As such, typically only the first packet of a specific flow needs controller intervention.

![Figure 4.1: SDN flow execution. Switches send events to the controller as needed and the controller replies with one or more commands that modify the switch’s table.](image-url)
The first SDN controllers (including NOX [22], the original) were centralized: a single controller instance would control all network switches. This design has inherent scalability and dependability problems. As the size of the network increases, the controller becomes a bottleneck. In addition, such a centralized design makes the controller a single point of failure.

To increase the dependability of the system, the typical solution is to replicate the controller. With $f + 1$ controller replicas an SDN can tolerate up to $f$ controller crash faults. In case of controller failure, however, it is important that the network view remains consistent. Otherwise, applications will operate in a stale state, which can lead to degraded performance [34] and other network anomalies [27], including loops and security breaches.

To build a consistent global network view across replicated, fault-tolerant controllers, events (packets) need to be processed in a consistent way that guarantees three properties: (i) events are processed in the same (total) order in all controllers, (ii) no events are lost (processed at least once) and (iii) no events are processed repeatedly (at most once). These properties ensure that all controllers will reach the same internal state and thus build a consistent network view.

However, building a consistent network view in the controllers is not enough to logical centralization. In SDN, it is necessary to include switch state into the system model and handle it consistently [27]. Since switches are programmed by controllers (and controllers can fail), there must be mechanisms to ensure that controllers actually send commands to the switches (at least once), but never send repeated commands (at most once).

In a fault-tolerant scenario, if a controller fails while it is processing an event, it may have sent, or not, some commands. A naive approach to avoid no commands being missed would be for the new controller to simply repeat all commands for that event. However, this would lead the switch to receive duplicate commands which could result in its state becoming inconsistent, since some commands are not idempotent.

Summing up, to achieve a consistent, fault-tolerant SDN environment, one needs to ensure that the following properties are met:

- **Total Event Ordering**: Controller replicas should process events in the same order and subsequently all controller application instances should reach the same internal state.

- **Exactly-Once Event Processing**: All the events are processed, and are neither lost nor processed repeatedly.

- **Exactly-Once Execution of Commands**: Any given series of commands are executed once and only once on the switches.

Recently, Kata et al. [27] have proposed a fault-tolerant controller, Ravana, that achieves this level of consistency for SDN control. To achieve these properties, however, Ravana requires modifications to the OpenFlow protocol and to existing switches. Specifically, switches need to maintain two buffers, one for events and one for commands, and four new messages need to be added to the OpenFlow protocol. These modifications preclude the adoption of Ravana on existing systems and hinder the possibility of it being used in (at least) the near future. Indeed, there are no guarantees the necessary messages will be included in the OpenFlow specification anytime soon or that switches will include the necessary mechanisms. Motivated by this fact, in this section we propose a fault-tolerant controller that offers the same consistency guarantees as Ravana without requiring changes to OpenFlow or modifications to switches.

### 4.1.1 Background & Related Work

We start by introducing some background on SDN fault-tolerance. Kim et al. [28] where among the first to identify the three fault domains in SDN: (i) the switches and links between them (data plane), (ii) inter-controller links and switch-controller links (control plane) and (iii) the controllers’ machines.
As a general approach to handle faults in fault domain (i), most OpenFlow controllers take a reactive approach: port-down events sent by switches are fed to applications that program switches accordingly (i.e., reroute traffic around failures). Nonetheless, this approach incurs high restoration time and additional load on the controllers. A possible solution is to have pre-installed backup paths in the switches to avoid the overhead of communicating with the control plane. An example is CORONET [28], which provides fast recovery and is able to recover from multiple link failures. It incurs into minimal control traffic, by changing VLAN configuration after detecting faults in switches or links, using the OpenFlow API. Alternatively, FatTire [49] proposes a new programming language that eases the development of fault tolerant applications by compiling regular expressions into OpenFlow rules. This provides an easy way for developers to specify the set of paths that packets can take in the network and the degree of fault-tolerance required.

Covering fault domain (ii), Ros et al. [51] address the problem of dynamically adapting the number and locations of controllers, as introduced by Bari et al. [5], but for fault-tolerance. The goal is to determine the optimal number, placement and switch-connections of controllers in order to achieve at least five nines of reliability in the southbound interface (connectivity between controllers and switches).

In previous work [10] we have addressed controller fault-tolerance while achieving strong consistency in the state shared between replicas. Our proposal, SMaRtLight, is a fault-tolerant controller architecture that uses an hybrid replication approach: passive replication in the controllers (one primary and multiple backups) and active replication in a distributed data store to achieve durability and strong consistency. The controllers are coordinated through the data store and achieve acceptable performance by using caching mechanisms. However, SMaRtLight requires that applications are modified to use the data store directly and, more importantly, do not achieve the level of consistency required in an SDN. Specifically, it does not include switch state into its system model to handle it consistently. In this respect, the closest work to ours is Ravana [27]. This system provides a transparent fault-free control platform for applications in the face of both controller and switch crashes. To achieve this, Ravana processes control messages transactionally and exactly once (at both the controllers and the switches) using a replicated state machine approach, but without involving the switches in a complex consensus protocol. The protocol proposed by Ravana is shown in Figure 4.2.

In Ravana switches buffer events (in case they need to re-transmitted; e1 and e2 in the figure) and send them to the master controller that will replicate them in a shared log with the slaves (e1r is a replicated event). The master then replies back to the switch acknowledging reception of the events. Then, events are delivered to applications that will generate and send one or more commands to the switches. Switches reply back to acknowledge the reception of these commands and buffer them (c1 in the figure) to filter possible duplicates.

While Ravana allows unmodified applications to run in a fault-tolerant environment, it requires modifications to the OpenFlow protocol and switches. Namely, Ravana leverages on buffers implemented on switches to retransmit events and filter possible repeated commands received from the controllers. In addition, explicit acknowledge messages must be added to the OpenFlow protocol so that the switch and the controller are able to acknowledge received messages.

### 4.1.2 Design

The goal of this work is to build a strongly consistent and fault-tolerant control plane for SDN, without requiring modifications to switches or to the OpenFlow protocol. Our system is driven by the following requirements:

- **Reliability**: the system should maintain a correct and consistent state even in the presence of failures (in both the controllers and switches).

- **Transparency**: the consistency and fault-tolerance properties should be completely transparent to applications and switches.
Figure 4.2: Ravana protocol. In Ravana switches maintain two buffers (displayed on the left) to re-transmit events and filter repeated commands in case of master failure. New acknowledge messages (ack_event and ack_cmd) are exchanged between the switch and the master to guarantee the consistency requirements.

- Performance: the performance of the system should not degrade as the number of network elements (events and switches) grows.

The proposed architecture for our system, Rama is depicted in Figure 4.3. Its main components are: (i) OpenFlow enabled switches (switches that are implemented according the OpenFlow specification), (ii) controllers that manage the switches and (iii) a coordination service that abstracts controllers from complex primitives like fault detection and total order. In our model, we consider only one network domain with one primary controller and $f$ backup controllers, where $f$ is the number of faults to tolerate. Each switch connects to one primary controller and $f$ backup controllers. This primary/backup model is supported by OpenFlow in the form of master/slave and allows the system to tolerate controller faults. When the master controller fails, the remaining controllers will elect a new leader to act as the new master for the switches managed by the crashed master. This election is supported by the coordination service.

The coordination service offers strong consistency and abstracts the controllers from coordination and synchronization primitives, making them simpler and more robust. The strong consistency model assures that updates to the coordination service made by the master will only return when they are persistently stored. This means that slaves will always have the most recent modifications available when the master receives confirmation of the update. This results in a consistent network view among all controllers even in the presence of faults. In addition to the controllers’ state, the switches also maintain state that must be handled consistently in the presence of faults. This will be further discussed in section 4.1.4.

4.1.3 Why Consistency Matters

In this section we summarize the importance of maintaining a consistent state in both controllers and switches in a fault-tolerant SDN setting. The first step to have fault-tolerance in the control plane is to have more than one controller available to manage the network switches, which can lead to problems.

---

1In the Hindu epic Ramayana, Rama kills the evil demon Ravana, who abducted his wife Sita.
4.1.3.1 Inconsistent event ordering

In OpenFlow, each switch maintains a TCP connection with each controller it knows and sends them messages using these channels. If we configure switches to send all their events to all known controller replicas, and let replicas process events as they are received, each one will end up building a different internal state. This is because, although each TCP channel orders events sent by each switch, there is no ordering guarantee between the events sent to controllers by all switches.

Consider a simple scenario with two controllers (c1 and c2) and two switches (s1 and s2) that send two events, respectively: (e1, e2) and (e3, e4). One possible outcome where both controllers receive events in different order (while respecting the TCP FIFO property) is c1 receiving events in the order e1, e3, e2, e4 and c2 receiving in the order e3, e4, e1, e2.

As a result of this consistency problem we derive our first design goal for a fault tolerant and consistent control plane:

**Total event ordering:** all controllers should process the same (total) order of events and consequently reach the same internal state.

4.1.3.2 Unreliable event delivery

In order to achieve a total ordering of events between controller replicas two approaches can be used:

1. The master (primary) replica can store controller state (including state from network applications) in an external consistent data-store (as in Onix [30], ONOS [6] and SMaRtLight [10]);

2. The controller replicas can maintain consistent state using replicated state machine protocols (as in Ravana [27]).

Although both approaches ensure a consistent ordering of events between controller replicas, they are not fault-tolerant in a standard case where only the master controller receives all events. If we consider
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— for the first approach – that the master replica can fail between receiving an event and finishing persisting the controller state in the external data-store (which happens after processing the event through controller applications), that event will be lost and the new master (i.e., one of the other controller replicas) will never receive it. The same can happen in the second approach: the master replica can fail right after receiving the event and before replicating it in the shared log (which in this case happens before processing the event through the controller applications). In these cases, since only the crashed master received the event, the other controller replicas will not have an updated view of the network and, depending on the type of the lost event or on the type of applications running on the controller, this can cause serious performance or security problems.

Additionally to not losing events, it is also important not to process them repeatedly in each controller replica, since that could also lead to controllers having an inconsistent view of the network. From both these problems comes our second design goal:

**Exactly-once event processing:** all events sent by switches are processed and are never lost nor processed repeatedly.

### 4.1.3.3 Repetition of commands

In SDN, mechanisms to ensure exactly-once event processing are not enough to achieve a consistent system in the presence of faults. This is due to the state maintained by switches taking an important role on how the whole system works.

Consider the case where the master replica is processing an event that generated three commands to be sent to one switch and the slave replica has knowledge of this event. If the master fails while sending these commands, the new elected master will process the event (to reach an updated state) and may send repeated commands. This happens because the old master failed before informing the slave replica of its progress (i.e., which commands have been sent for that specific event) and therefore it cannot decide which commands to send and which commands to filter.

Additionally, to make things worse, one of the differences between traditional client-server models and SDN is that controllers (servers) may reply (i.e., send commands) to multiple switches (clients) as a result of one event sent by a switch. Therefore it is essential to integrate switch state into a consistent and fault-tolerant protocol and handle it carefully, which leads to our third and final design goal:

**Exactly-once command execution:** any set of commands for a given event sent by controllers is executed only once on the switches.

### 4.1.4 Consistent and fault-tolerant protocol

In an SDN setting, switches generate events (e.g., when they receive packets or when the status of a port changes) that are forwarded to controllers. The controllers run (potentially) multiple applications that process the received events and may send (potentially) multiple commands to one or more switches in reply to each event. This cycle repeats itself in multiple switches across the network as needed.

In order to maintain a correct system in the presence of faults, one must handle the state in the controllers (the received events) and the state in the switches (the received commands) consistently. In this work, to ensure this, the entire cycle (figure 4.4) is processed as a transaction and exactly once. This means that (i) the events are processed exactly once at the controllers and in a total order (i.e., all controllers process events in the same order to reach the same state) and (ii) the commands are processed exactly once in the switches. Because the standard operation in OpenFlow switches is to simply process commands as they are received, the controllers must coordinate to send a command exactly once (since we do not want to modify the protocol or the switches). Ravana [27] does not need this coordination because the (modified) switches can simply buffer received commands and discard repeated commands (with the same identifier) sent by the new controller.

By default, in OpenFlow a master controller receives all asynchronous messages (e.g., OFPT_PACKET_IN) and the slaves controllers only receive a subset (e.g., port modifications). This means that only the
master controller receives all generated events from the switches. To change this behavior, it is possible the slaves to send an OFPT_SET_ASYNC message to each switch that modifies the asynchronous configuration in a way that switches will send events also to the slaves. Alternatively, controllers can set their role to EQUAL, and the coordination (to decide which one processes and sends which commands) is done amongst controllers. In our case, and conforming to the OpenFlow protocol specification, switches send all events to every controller by having the role EQUAL.

The fault-free execution of the protocol we propose is represented in figure 4.5. For simplicity, in this case a switch is connected with one master controller and one slave controller. The main idea is that switches must send messages to all controllers, so that they can coordinate themselves even if some fail at any given point. In Ravana, since switches simply buffer events (so that they can be retransmitted to a new master if needed), switches can send events only to the current master, instead of to every controller as in our case.

The master controller replicates the event in a shared log with the other controllers that imposes a total order over the received events. Replicating events in the log can be seen as the master sending an update to the coordination service and the slaves receiving it (to simplify, the coordination service is omitted from the figures).

When the event is replicated across controllers, it is processed by the master controller applications, which will generate zero or more commands. The commands are sent to the switches in bundles (a feature introduced in OpenFlow 1.4, see figure 4.6). A controller can open a bundle, add multiple commands to that bundle and then tell the switch to commit the commands present in the bundle in an atomic and ordered fashion. If for some reason an event does not generate any commands, the master controller will still add one single message as part of the protocol (see below). Note that Ravana does not rely on bundles since switches buffer all received commands so that they can discard possible duplicates from a new master.

When the event is processed by all modules (with each having sent their zero or more commands), the master controller sends a OFPBCOMMIT_REQUEST message to each switch affected by the event. The switch processes the request and tries to apply all the messages in the bundle by order. It then sends a reply message indicating if the Commit Request was successful or not. Again, we need to make sure that this reply message is sent to all controllers. This is a challenge, as it is not possible directly via the OpenFlow protocol. Bundle Replies are Controller-to-Switch messages and hence are only sent to the controller that made the request (in the same TCP connection). To overcome this challenge we inform other controllers if the bundle was committed or not (so that they can decide whether or not to resend commands), by including one OFPT_PACKET_OUT message in the end of every bundle.
Figure 4.5: Fault-free case of the protocol. Switches send generated events to all controllers so that no event is lost. The master controller replicates the event in the shared log and then feeds its applications with the events in log order. Commands sent are buffered by the switch until the controller sends a Commit Request. The corresponding Commit Reply message is forwarded to all controllers to make sure that a new master never tries to commit repeated commands.

Figure 4.6: OpenFlow Bundles.

with action $\text{output}=$controller. The result is that the switch will send the data attached in the OFPT_PACKET_OUT message to all connected controllers in a OFPT_PACKET_IN message. This data is set by the master controller and assures that slave controllers know which events were fully processed by the switch, so that they do not send repeated commands (thus guaranteeing exactly-once semantics). The master finishes the transaction by replicating an event processed message in the log, which tells the slaves controllers that they can safely feed the corresponding event in the log to their applications. This is done to simply bring the slaves to an updated state equal to the master controller (the resulting commands sent by the applications are discarded).
4.1.4.1 Fault cases

When the master controller fails, the other controllers will detect the failure (i.e., by timeout) and run a leader election algorithm to elect a new master for the switches. Upon election, the new master must send a Role Request message to each switch, to register as the new master. There are three main cases where the master controller can fail:

1. Before replicating the received event in the distributed log (figure 4.7),
2. After replicating the event but before sending the Commit Request (figure 4.8)
3. After sending the Commit Request message.

Figure 4.7: Case of the protocol where the master fails before replicating the received event. Because the slaves buffer all events, the event is not lost and the new master can resume the execution of the failed controller. The new master chooses the order of the events to replicate in the log and can only append new events to the log.

In the first case, the master failed to replicate the received events to the shared log but, since slave controllers receive and buffer all events, no events are lost. The new elected master appends the buffered events in order to the shared log and continues operation (feed the new events to applications and send commands). Note that before doing this, the new master must finish processing any events logged by the older master, having or not the corresponding event processed message in the log – events marked as processed have their resulting commands filtered. This makes the new master reach the same internal state as the previous one before choosing the new order of events to append to the log (this is also valid to the other fault cases).

However, if the event was indeed replicated in the log (cases 2 and 3), the crashed master may have already issued the Commit Request message. Therefore, the new master must carefully verify if the
switch has processed everything it has received before re-sending the commands and the Commit Request message. To guarantee ordering, OpenFlow provides a Barrier message, to which a switch can only reply after processing everything received before (including generating and sending possible error messages). If a new master receives a Barrier Reply message without receiving a Commit Reply message (in form of OFPT_PACKET_OUT), it can safely assume that the switch did not receive nor execute a Commit Request for that event from the old master (case 2). Even if the old master sent all commands but did not send the Commit Request message, the bundle will never be committed and will eventually be discarded. Therefore, the new master can safely resend the commands. In case 3, since the old master sent the Commit Request before crashing, the new master will receive the confirmation that the switch processed respective commands for that event and will not resend them (otherwise one would break the exactly-once commands property).

![Diagram](image.png)

Figure 4.8: Case of the protocol where the master fails after replicating the event. The first part of the protocol is identical to the fault-free case and is omitted from the figure. In this case, the crashed master may have already sent some commands or even the Commit Request to the switch. If the new master does not receive a Commit Reply before the Barrier Reply, he can safely repeat the commands and order a commit. If the new master received the Commit Reply (the crashed master did send the Commit Request), the new master simply continues operation without sending the old commands.

Note that to ensure that the backups will know that the switch completely executed the received commands it is important that the switch sends the Commit Reply message to all controllers (in our case, via the OFPT_PACKET_OUT messages). Imagine the other scenario where the switch only sends the Commit Reply message to the master controller. If the master controller fails after issuing the Commit Request to the switch but before receiving or replicating the reply to the other controllers, the new elected master would never know that the switch had committed the commands. As such, the inclusion of the OFPT_PACKET_OUT message to the bundles is the key to guarantee the level of

---

2This relies on the FIFO properties of the controller-switch TCP connection.
4.1.4.2 Consistency Properties

The protocol described in the previous section was designed to achieve the same consistency properties as Ravana but without the need to modify the OpenFlow protocol or the switches. In this section we summarize the desired properties and the mechanisms used to achieve them. For a brief comparison, see table 4.1. Rama aims to achieve three main consistency properties:

**Total event ordering:** To guarantee that all controller replicas reach the same internal state, they must process a sequence of events in the same order. For this, both Rama and Ravana rely on a shared log across the controller replicas (implemented using the external coordination service) which allows the master to dictate the order of events to be followed by all replicas. Even if the master fails, the new elected master always preserves the order of events in the log and can only append new events to it.

**Exactly once event processing:** Events cannot be lost (processed at least once) due to controller faults nor can they be processed repeatedly (they must be processed at most once). Contrary to Ravana, Rama does not need switches to buffer events neither that controllers acknowledge each received event to achieve at-least once event processing semantics. Instead, Rama relies on switches sending the generated events to all \((f+1)\) controllers so that at least one of them will known about the event (even if the other \(f\) fail – considering a control plane with \(f+1\) replicas that tolerates \(f\) faults). Upon receiving these events, the master replicates them in the shared log while the slaves buffer them. If the master fails before replicating the events, the new elected master can append the buffered events to the log. If the master fails after replicating the events, the slaves will filter the buffered events so that they do not append the same events to the log. This ensures at-most once event processing since the new master only processes each event in the log one time. Together, sending events to all controllers and filtering buffered events ensures exactly-once event processing.

**Exactly once command execution:** For any given event received from a switch, the resulting series of commands sent by the controller are processed by the affected switches exactly once. Here, Ravana relies on switches acknowledging and buffering the received commands (to filter duplicates) from controllers. As this requires changes to the OpenFlow protocol and to switches, Rama relies on OpenFlow Bundles to guarantee transactional processing of commands. Additionally, the Commit Reply message that is triggered after the bundle finishes, is sent to all controllers and thus acts as an acknowledgment that is independent of controller faults. If the master fails, the new master needs to know if it should resend the commands for the logged events or not. A Packet Out message at the end of the bundle acts as a Commit Reply message to the slave controllers. This way, upon becoming the new master, the controller replica has the required information to know if the switch processed the commands inside the bundle or not, without relying on the crashed master. Furthermore, the new master sends a Barrier Request message to the switch that, upon receiving the corresponding reply, guarantees that all previous messages were processed. Therefore, the use of existing mechanisms in OpenFlow – Bundles with a Packet Out at the end, in addition to the use of a Barrier message – ensures that commands will be processed by the switches exactly-once.

It is important to note that we also consider the case where switches fail. However, this is not a special case of the protocol because it is already treated by the normal operation of the OpenFlow protocol. A switch failure will generate an event in the controller which will be delivered to the applications, for them to act accordingly (e.g., route traffic around the failed switch). As a special case, a switch may fail before sending the Commit Reply to the master and the slave controllers. However, this does not mean the transaction fails. This is a normal scenario in SDN, with controller replicas simply marking pending events for the failed switch as processed and moving on.

While we detail our reasoning as to why our protocol meets the described consistency properties, modeling the Rama protocol and giving a formal proof is left as future work and out of the scope of this deliverable.
### Ravana Rama

<table>
<thead>
<tr>
<th>Property</th>
<th>Ravana</th>
<th>Rama</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>At least once events</strong></td>
<td>Buffering and retransmission of switch events</td>
<td>Switches send events to every controller with role EQUAL</td>
</tr>
<tr>
<td><strong>At most once events</strong></td>
<td>Event IDs and filtering in the log</td>
<td></td>
</tr>
<tr>
<td><strong>Total event order</strong></td>
<td>Master appends events to a shared log</td>
<td></td>
</tr>
<tr>
<td><strong>At least once commands</strong></td>
<td>RPC acknowledgments from switches</td>
<td>Bundle commit is known by every controller by piggybacking PacketOut in OpenFlow Bundle</td>
</tr>
<tr>
<td><strong>At most once commands</strong></td>
<td>Command IDs and filtering at switches</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: How Rama and Ravana achieve the same consistency properties using different mechanisms

### 4.1.5 Implementation

In this section we give details on the implementation of Rama. Our proposal, Rama, could be implemented in any existing SDN controller that supports OpenFlow 1.4. We have built our prototype on top of Floodlight [46], an open source controller implemented in Java. As coordination service, we opted for ZooKeeper [25], for its reliability, simplicity and widespread use.

#### 4.1.5.1 ZooKeeper

ZooKeeper [25] is a well-known coordination service that enables highly reliable distributed coordination. It exposes a set of primitives like naming, synchronization, and group services to be used by distributed applications. In the case of Rama, ZooKeeper abstracts controllers from fault detection, leader election and event transmission and storage (for controller recovery).

The most important design goals of Zookeeper are high performance, high availability, strictly ordered access and reliability. The reliability aspect means that ZooKeeper itself should be replicated across a set of hosts (called an ensemble). Each ZooKeeper server has an atomic broadcast component and maintains a replicated in-memory database that contains the entire data tree (see figure 4.9). The atomic broadcast is the core of ZooKeeper: it is an atomic messaging system that keeps all servers in sync. This agreement protocol ensures that every server processes messages in the same (total) order. To split workload across ZooKeeper servers, clients can connect to any server and send requests to it. Servers can process and reply to read requests locally (using the local database) but write requests (that change the state of the service), are processed by the agreement protocol. In this protocol, servers forward write requests from clients to a single server (the leader). These servers (followers) receive message proposals from the leader and agree on the order of messages to be delivered proposed by the master. In conclusion, the agreement protocol implemented by ZooKeeper ensures that local replicas of the database never diverge in each server.

The ZooKeeper data model resembles the traditional directory tree structure of file systems, with each node in the tree (that can be seen as a directory) having data and children nodes associated with it. For Rama, two important concepts from ZooKeeper are ephemeral nodes and watches. The former allows clients (in our case, controllers) to create nodes that will be deleted when their session ends (allowing for fault detection), while the latter enables triggers for node modification (for event replication). A simplified ZooKeeper API is shown in table 4.2.

In the next sections we will discuss how ZooKeeper and its features helped us building Rama using its simple design and API.
**Figure 4.9: ZooKeeper components in each server**

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>create(path, data, mode)</code></td>
<td>Creates a node with the given path and mode.</td>
</tr>
<tr>
<td><code>delete(path)</code></td>
<td>Deletes the node with the given path.</td>
</tr>
<tr>
<td><code>exists(path, watch)</code></td>
<td>Checks if the node with the given path exists or not</td>
</tr>
<tr>
<td><code>getChildren(path, watch)</code></td>
<td>Returns the list of the children of the node in the given path.</td>
</tr>
<tr>
<td><code>getData(path, watch)</code></td>
<td>Return the data of the node with the given path</td>
</tr>
<tr>
<td><code>setData(path, data)</code></td>
<td>Sets the data for the node of the given path if it exists</td>
</tr>
<tr>
<td><code>multi(operations)</code></td>
<td>Executes multiple ZooKeeper operations or none of them</td>
</tr>
</tbody>
</table>

Table 4.2: Simplified ZooKeeper API

4.1.5.2 Floodlight architecture

To understand some of the design decisions we made in Rama, it helps to understand Floodlight architecture. Floodlight is a modular controller, which means that multiple modules can be plugged into its core functionality. There are two kinds of modules in Floodlight: controller modules and application modules (see figure 4.10). Controller modules implement core network services (e.g., Link Discovery, Device Manager and Topology Manager) to be used by other modules. Application modules, making use of the core modules as needed, implement the network administrator’s desired network logic (e.g., learning switch, firewall, traffic engineering, etc.).

Modules can register to receive different type of events (e.g., Packet-In messages, switch modifications) and act accordingly to program the switches. These events are processed in a pipeline that traverses all modules that registered to receive that type of event.

Floodlight uses Netty, an asynchronous event-driven framework, for its I/O operations with switches. A thread pool with a fixed number of threads (worker threads) collects network events, with each worker thread processing one event at a time through the pipeline. Figure 4.11 describes the life cycle of worker threads. Note that each worker thread is only available to pick up a new network event when it finishes processing the pipeline of modules.

4.1.5.3 Rama architecture

Rama introduces two main modules into Floodlight: the Event Replication module (section 4.1.5.4) and the Bundle Manager module (section 4.1.5.7). Additionally, the Floodlight architecture was modified for performance reasons (see figure 4.12).
In the original Floodlight, the worker threads are used to collect network events and to process the modules pipeline. If we kept this design it would not be possible to perform event batching before sending the events to ZooKeeper (this is further explained in section 4.1.5.4). In Rama, we want to free the threads that collect network events (netty worker threads) as soon as possible so that they can keep collecting more events. For this purpose, the worker threads’ only job is to put events in a queue (Replication Queue). The Replication threads will take events from this queue and execute the logic in the Event Replication module, which will send the events to ZooKeeper in batches (see section 4.1.5.6). When ZooKeeper replies to the batched request, events will be added to the Pipeline Queue to be processed by the Floodlight modules.

One of the requirements for this work is to make the control plane transparent for applications (in
The Event Replication module is the bridge between receiving events from the netty worker threads and putting them in the pipeline queue to be processed by the Floodlight modules. Events are only added to the pipeline queue after being stored in ZooKeeper. To separate tasks, Event Replication leverages on the ZK Manager, an auxiliary class that acts as ZooKeeper client (establishing connection, making requests and processing replies) and keeps state regarding the events (an event log and an event buffer in case of slaves) and switch leadership. We consider that an event is a pair \(<switch, message>\) and it is processed as such through the whole Rama architecture. Floodlight also has the notion of \textit{context} that is passed to the modules pipeline, but we can ignore it for now. Event Replication and the ZK Manager work together to attain exactly-once event delivery and total order.

When an event arrives at the Event Replication module, we check whether the controller is in master or slave mode (for that switch). In master mode the event is replicated in ZooKeeper and added to its in-memory log. This log is a collection of \texttt{RamaEvent} objects which, apart from the switch and message, contains an unique event identifier (an incremental long number given by the current master), information related to the switches affected by the event, and of which switches already processed the commands sent. The events are replicated in ZooKeeper in batches (see section \[4.1.5.6\]), so each replication thread simply adds an event to the current batch and becomes free to process a new event. Eventually the batch will be sent to ZooKeeper containing one or more events to be stored. Upon receiving the reply, the events that were stored will be added to the pipeline queue ordered according to identifier given by the master (i.e., event \(i\) can only be added to the queue after event \(i-1\)).

In slave mode, the event is simply buffered in memory for the case where the master controller fails. A special case is when the event received is the Packet Out that the master controller added to the...
bundle. In this case, the slave marks that this switch already processed all commands for this event. Slaves also keep an event log as the master, but only events that come from the master are added to it. Events from the master arrive via \textit{watches} set in ZooKeeper nodes. An important detail is that event identifiers are set by the master controller, and when slaves deserialize the data obtained from nodes stored in ZooKeeper, they get the same exact \texttt{RamaEvent} objects created by the master. Therefore, the events will be queued in the same order as they were in the master controller replica.

4.1.5.5 Fault Detection and Leader Election

The ZK Manager module is also responsible for detecting and reacting to controller faults. At start up, each controller will try to create an \textit{ephemeral node} called \textit{master} under the main \texttt{rama} folder, with the data set for its identifier within the group. Note that creating a node that already exists results in error. This means that only one controller (the master) will be able to create the node (and succeed), while the other controllers will get an error saying that the node already exists. In this case, (slave) controllers will leave a watch in the \texttt{master} node. When the master controller (the one that was successful in creating the \texttt{master} node) fails, the \texttt{ephemeral node} will be deleted by ZooKeeper and it will send a notification to every controller that has a watch in the \texttt{master} node. Upon receiving this notification, controllers will retry the procedure mentioned above and only one of them will be the new master, while the others reset the watch to be notified again in the future.

4.1.5.6 Event batching

Floodlight thread architecture was modified to allow event batching, which is done for performance reasons. Considering that ZooKeeper is running on a separated machine from the master controller replica, sending one event at a time to ZooKeeper would significantly degrade performance. Therefore, the ZKManager groups events before sending them to ZooKeeper in batches. Batches are sent to ZooKeeper using a special request called \texttt{multi}, which contains a list of operations to execute (e.g., create, delete, set data). For event replication, the multi request will have a list with multiple create operations as parameter. This request is sent after reaching the maximum configured amount of events (e.g., 1000) or some time after receiving the first event in the batch (e.g., 50ms). This means that each event has a maximum delay time (regarding event batching). Furthermore, to minimize the number of nodes created in ZooKeeper, each create operation will have data representing a list of events. This list size is bounded by the maximum allowable size of the data in each node, which is 1MB (1,048,576 bytes).

We have two goals when batching events: (i) we want to send as few requests as possible to ZooKeeper and (ii) we want to create as few nodes as possible in ZooKeeper. For (i) we use the multi request which can group multiple operations in one single request and for (ii) we group multiple events in a list and serialize it to use as the data for each create node operation (as opposed to having one create node operation for each event inside the multi request).

To give a concrete example, suppose a master controller receives 2050 events in less than 50ms, the batch size is 1000 events and we want each node in ZooKeeper to hold at maximum 100 events. Three multi requests will be made: two consisting of a list with 10 \texttt{create node} operations (each node with 100 events) and another with only one \texttt{create node} (with the remaining 50 events). In total, this processing required three requests to ZooKeeper and 21 nodes to be saved. Without batching, one would have 2050 requests to ZooKeeper and 2050 nodes.

4.1.5.7 Bundle Manager

The Bundle Manager and the ZK Manager work jointly to attain exactly-once command execution on switches. The Bundle Manager module keeps state related to all the bundles opened for each switch (as result of an event) and is responsible for adding messages, closing and committing them. We modified the write method in \texttt{OFSwitch.java} (class that is used by all modules to send commands to switches) to call the Bundle Manager, which will wrap the message sent by modules in a \texttt{OFPT\_BUNDLE\_ADD\_MESSAGE}
and send it to the switch. Upon receiving this message, the switch will add the inner message to the (previously) opened bundle. This process is transparent to all modules: they do not need to be modified and are unaware of the presence of the Bundle Manager module. In the end of the pipeline, the Bundle Manager module is called to close and commit the bundles containing the messages added by the modules for this event. Note that one event may cause modules to send commands to multiple switches, so in this step the Bundle Manager may send \texttt{OFPBCT\_COMMIT\_REQUEST} to one or more switches. Before committing the bundle, the Bundle Manager also adds a \texttt{OFP\_PACKET\_OUT} message to it, so that slave controllers will know if the commands for an event were committed or not in the switch (as explained in Section 4.1.4). This message will be received by the slave controllers as a \texttt{OFP\_PACKET\_IN} message with data set by the master controller. This data contains the identifiers of the event, switch, and bundle.

### 4.1.6 Evaluation

In this chapter we evaluate Rama to understand its viability, the costs associated with the mechanisms used to achieve the desired consistency properties (without modifying the OpenFlow protocol or switches), and how it compares with the alternatives (Ravana [27]).

For our tests we used 3 machines connected to the same switch via 1Gbps links as depicted in figure 4.13. Each machine has an Intel Xeon E5-2407 2.2GHz CPU and 32 GB (4x8GB) of memory. Machine 1 runs one or more Rama instances, machine 2 runs ZooKeeper 3.4.8[^2] and machine 3 runs Cbench to evaluate the controller performance. This setup tries to emulate a scenario similar to a real one with ZooKeeper on a different machine for fault-tolerance purposes and Cbench on a different machine to add some network latency.

![Figure 4.13: Experiment setup](http://zookeeper.apache.org/doc/r3.4.8/)

Cbench is a tool that simulates a configurable number of OpenFlow switches that connect to a SDN controller and tests its performance by sending Packet In messages and measuring reported times. Cbench can run in two distinct modes: throughput and latency. In throughput mode Cbench always keeps its network buffer full of Packet In messages for each switch-controller connection and counts replies (Flow Mod or Packet Out messages) as they arrive. In latency mode Cbench sends one Packet In message and waits for a reply before sending the next one. Note that we modified Cbench to handle OF Bundle messages.

4.1.6.1 Rama Performance

We have compared the performance of Rama against Floodlight, Ravana and Ryu (the base controller for Ravana). Figure 4.14a shows the throughput for each controller (for Rama and Ryu we use the results reported in [27], as they considered a similar setup). For Floodlight and Rama measurements we run Cbench emulating 16 switches.

Figure 4.14: Throughput comparison

Floodlight is optimized for performance achieving around 85K responses per second, with a configuration where only some core modules and a Hub application module is running. Note that we run Floodlight with a single worker thread so it comes down to Ryu’s level (which has around 67K responses per second). Rama achieves close to 30K responses per second. We can see that this throughput is not quite at Ravana’s level, as our solution incurs in higher costs compared to Ravana for the consistency guarantees provided.

In figure 4.14b we show, separately, throughput results considering the different levels of consistency provided by both Rama and Ravana. The exactly-once events consistency level ensures that no events are lost and that controllers do not process repeated events. Additionally, controllers must agree on a total order of events to be delivered to applications. For the latter, both Rama and Ravana rely on ZooKeeper to build a shared log across controllers. In our case, the master controller batches events in multiple requests to ZooKeeper, waits for replies, and orders the events before adding them to the Pipeline Queue. In Ravana the processing is equivalent.

The Exactly-once commands semantics ensures that commands sent by controllers are not lost and that switches do not receive duplicate commands. Ravana relies on switches to explicitly acknowledge each command and filter repeated ones. For Rama, this includes maintaining state of all opened bundles for switches, and sending additional messages to the switches. Instead of replying only with a Packet Out as in Floodlight, Rama must send messages to open the bundle, add the Packet Out to it, close the bundle and commit it. To evaluate this case, we had to modify Cbench. In our modified version of Cbench, a switch only counts a reply when it receives a Commit Request message from the controller (not when it receives a Bundle Add message with the Packet Out). This allows a faithful emulation of the performance of Rama in a real system – indeed, in Rama a packet will only be
forwarded after committing the bundle on the switch to guarantee consistent process. Note that neither Rama nor Ravana wait for ZooKeeper to persistently store requests on disk (they both use ZooKeeper in-memory). In our case, the multi request is sent asynchronously (i.e., threads are freed to continue operation) and a callback function is registered. This function will be activated when ZooKeeper replies to our multi request and enqueues the logged events (in order) in the Pipeline Queue to be processed by the modules.

As shown in Figure 4.14b, some guarantees are costlier to ensure than others. For instance, the cost of providing Exactly-once events semantics is higher than Exactly-once commands semantics. Note that we do not include the results from Exactly-once commands in Ravana as these are not available in [27].

Figure 4.15 shows how maintaining multiple switch connections affects Rama throughput. As switches send events at the highest possible rate, the throughput of the system saturates with around 16 switches. Importantly, the throughput does not decrease with a higher number of switches, which is similar to Ravana.

Rama batches events to reduce the communication overhead of contacting ZooKeeper. In practice, events are sent to ZooKeeper after reaching a configurable number of events in the batch (batching size) or after a configurable timeout (batching time).

To evaluate batching we conducted a series of tests with different configurations to understand how the batching size and time affects Rama performance (figure 4.16). Note that throughput is only affected by batching size and never by batching time. This happens because in throughput mode Cbench sends events at the highest rate possible and therefore the batching time is never reached.
Figure 4.16: Variation of Rama throughput with batch size
4.1.6.2 Latency

For latency measurements, we want to know the average time that one request takes to be processed by Rama. If we consider that the controller will be batching events until the batch is full or until a timeout is reached, the maximum (worse) possible latency is around the batching time (e.g., 100ms). This corresponds to the case where switches do not send enough events to fill the batch and so Rama waits until the timeout is reached.

On the other hand, if the number of events received fill the batch, Rama will process the events as soon as possible without waiting, resulting in a better latency. To test this, we use the results from running cbench in throughput mode (to trigger the batching limit) with 1 switch (to test the worst case and give a more realistic value) from figure 4.15, which is 15.3K responses per second. To get the seconds it takes for one request to be processed (the latency), we need to calculate the inverse $(1/15300)$ which gives around 65 microseconds.

4.1.6.3 Failover Time

To measure the time for Rama to react to failures we use mininet, our modified version of OpenvSwitch, and iperf.

Mininet creates a virtual network with multiple switches and hosts that runs in one machine. This allows us to run command line programs in one host to communicate with other hosts (e.g., ping) using the virtual switches. The virtual switch used by mininet is a version of OpenvSwitch that we modified to handle bundle related messages and only forward packets after a Commit Request message. Iperf is a network bandwidth measurement tool that runs in both client and server mode. The client generates IP or UDP packets and sends them to the server (usually at a constant rate) and the server reports the results in terms of bandwidth, packet loss, and other parameters.

We setup a simple topology in Mininet with one switch and two hosts, one to act as iperf server and another as client. We start the client and sever in UDP mode, where the client generates 1 Mbit/sec during 10 seconds. The switch connects to two Rama instances and sends all events to both. Each Rama instance is connected to ZooKeeper server running on another machine (as before) with a negotiated session timeout of 500ms (the minimum we could set in ZooKeeper). To make sure that no rules are installed on the switch – so that events are sent to controllers each time a packet arrives – we run Rama with a module that only forwards packets (using Packet Out messages) without modifying the switch’s tables.

Figure 4.17 shows the reported bandwidth from the iperf server and indicates the time taken by Rama to react to failures. Namely, the slave replica takes around 550ms to react to faults. This includes the time for:

(a) ZooKeeper to detect the failure and notify the slave replicas (500ms).

(b) Electing a new leader for the switches.

(c) The new leader to transition to master (finish processing logged events from the old master to reach the same internal state).

(d) Append buffered events to the log and start delivering unprocessed events in the log to applications so they start sending commands to the switches.

The major factor is the time ZooKeeper needs to detect the failure of the master controller. As it may be possible to reduce the session timeout, we were not able to achieve it without incurring into problems (either ZooKeeper did not accept client requests when the timeout was too small, or clients were constantly losing their session even when running). For comparison, Ravana reports a failover time of 75ms with 40ms to detect the failure (as opposed to our 500ms to detect the failure).
Summing up, Rama comes close, but does not achieve the performance of Ravana. This is due to the fact that Rama incurs into higher costs (requires more messages to be sent over the network) in order to achieve the same properties as Ravana. Despite the small loss in performance, the value proposition of Rama of guaranteeing consistent command and event processing without requiring modifications to switches or to the openflow protocol makes it an effective enabler for immediate adoption of fault-tolerant SDN solutions.

4.1.7 Conclusion

In a fault-tolerant SDN, maintaining consistent controller state is not enough to achieve a correct system. Unlike traditional distributed systems, in SDN it is necessary to consistently handle not only controller state but also network state, to avoid loss or repetition of commands under controller failures.

A recently proposed fault-tolerant controller, Ravana [27], addresses this challenge and guarantees the required transactional semantics in the SDN context. Unfortunately, for this purpose it requires the OpenFlow protocol to be modified. In addition, switches need to be extend with techniques hitherto not available.

To address the above two challenges, we proposed Rama, a consistent and fault-tolerant SDN controller that also handles the entire SDN event processing cycle (event delivery by switches, event processing by controllers, command delivery by controllers, and execution by switches) exactly-one. Crucially, Rama differs from Ravana by not requiring modifications to the OpenFlow protocol nor to existing OpenFlow switches, allowing its immediate adoption.

Our extensive evaluation of Rama demonstrates that its advantage is achieved at a relatively small cost in performance when compared to Ravana.

4.2 Distributed SDN controller

The SUPERCLOUD network hypervisor follows an SDN approach. As such, the network control plane is physically separate from the data plane and the network view is logically centralized. The ability to write the network hypervisor based on a global, centralized network view is a fundamental concept of this new paradigm that we leverage in SUPERCLOUD. Reasoning based on a global view simplifies the design and development of our solution. The materialization of this concept can be made by means of a centralized SDN controller [22] that manages the network by configuring, solo, the underlying switches. However, the requirements of performance, scalability, and dependability of SUPERCLOUD
make a centralized solution unfeasible and demand a distributed and dependable control plane (such as ONIX [30]). Production-level SDNs such as Google’s worldwide inter-datacenter network [26] and VMware’s Network Virtualization Platform [29] indeed resort to such distributed solutions. Unfortunately, distributed systems are difficult to understand, design, build, and operate [13]. In such systems, partial failures are inevitable, testing is challenging, and the choice of the “right” consistency model is hard. Ideally, the development of control applications should not be exposed to such a complex environment.

In an SDN, as the network is programmed based on a global network view, we argue it is fundamental this view to be consistent. This implies that upon a change in the network state all controllers should maintain the same consistent view of the network. Indeed, in this section we show, by example, that maintaining an eventually consistent view is not enough and may lead to network anomalies that range from transient outages to unexpected security breaches (Section 4.2.1).

Motivated by the need of strong consistency in the control plane to assure correct network policy enforcement, and well informed of the complexity of building a distributed system, we propose a novel, modular architecture for the SDN control plane of SUPERCLOUD (Section 4.2.2). Contrary to alternative designs (such as ONOS [6] and Onix [30]), the central element of this architecture is a consistent, fault-tolerant data store that keeps relevant network and applications state, guaranteeing that SDN applications operate on a consistent network view. This property ensures coordinated, correct behavior, and consequently simplifies application design. In our architecture each controller is responsible for managing a specific subset of the network switches, and is a client of this replicated, fault-tolerant data store. The architecture is modular in the sense that it separates the network configuration problem in two. On the one hand, the applications running in the controllers read state from the data store to program the network switches under their control, and write/update network state when informed of changes by the switches. On the other hand, the data store is responsible for coordination, and consequently for guaranteeing a strongly consistent view of the network and applications state across all controllers. This separation of concerns allows the division of the problem into more tractable pieces and is therefore a relevant aspect of the proposed design.

The main concern of this approach is the overhead required to guarantee consistency on a fault-tolerant replicated data store, which may limit its responsiveness and scalability. To mitigate this problem, we apply several optimization techniques for improving the performance of the data store operation (Section 4.2.3). In order to evaluate the impact of using these techniques, we analyzed the workloads generated by real SDN applications (learning switch, load balancer and device manager) as they interact with the data store (Section 4.2.5). Our results show that the proposed optimizations can substantially improve the latency and throughput of these applications (Section 4.2.7).

An important contribution of this work is to show that an architecture as the one we propose here results in a distributed control infrastructure that can efficiently handle representative workloads, while guaranteeing a network view that is always consistent. This property thus precludes network anomalies resultant from an inconsistent network view.

4.2.1 (Strong) consistency matters

Feamster et al. [18] have argued for the need to have a consistent view of routing state as a fundamental architectural principle for reducing routing complexity. Indeed, network state consistency has been a recurring topic in the networking literature, and it gained significant momentum with SDN. For instance, Levin et al. [34] have analyzed the impact an eventually consistent global network view would have on network control applications and concluded that state inconsistency may significantly degrade their performance. In this section we intend to show, by means of an example, how inconsistencies in the control plane can lead to (potentially) severe network anomalies.

Consider Fig. 4.18. Controller C1 controls the left subset of the network, whereas C2 controls the right subset of switches. The solid arrows represent the path the packets that flow from host H1 to H2 take initially. Assume that at a certain time $t$ controller C2 realizes the link between switches S3 and S4 is becoming congested and diverts H1-H2 traffic to S2 (as it is aware of the alternative S2-S4
being less congested). Controller C2 writes the change to the data store to update the network view. An eventually consistent data store will reply to the controller C2 as soon as it starts processing its request. The controller will immediately install the new rules on the switches it controls. This will create a transient loop in the traffic from H1 to H2 (dashed arrow in link S3-S2) even if, as we assume in this example, the controllers use data plane consistency mechanisms. This network anomaly will eventually be corrected when the network state in the data store converges and controller C1 installs the new rules in its switches (the flow then starts using link S2-S4). A transient problem such as the one presented here can have consequences that range from an inconvenient hiccup in a VoIP call or a lost server connection to more alarming problems such as security breaches.

Importantly, this problem would not occur if one considers a strongly consistent data store. When controller C2 sends the update to the data store, the data store replicas will have to reach an agreement before replying to this client. As a consequence, controller C2 has the guarantee that, when it receives the reply from the data store, all controllers are already informed of the fact and will act in unison. When coupled with data plane mechanisms (as the one proposed in the previous section) this guarantee will make it possible to give strong consistency guarantees in a fully distributed scenario.

### 4.2.2 Controller Architecture

We propose a novel distributed controller architecture that is fault-tolerant and strongly consistent. The central element of this architecture is a replicated data store that keeps relevant network and application state, guaranteeing that SDN applications operate on a consistent network view. The architecture is based on a set of controllers acting as clients of the fault-tolerant replicated data store, reading and updating the required state with the application demands. In this sense, the architecture is data-centric – it is through the data store, acting as a virtual shared memory, that

---

4Formally, we say a replicated data store is strongly consistent if it satisfies linearizability [24], i.e., it mimics a centralized system.
The controllers of different network domains coordinate their actions using a logically centralized (consistent and fault-tolerant) data store.

Figure 4.19 illustrates our distributed controller architecture. The figure shows a set of controllers responsible for managing different subsets of the network switches (called a domain). All decisions taken by the control plane applications that run on the controller are based on data plane events triggered by the switches and the consistent network state (the global view) the controllers share using the data store. The fact that we have a consistent data store as the central piece of the architecture simplifies the interaction between controllers to reads and writes on a shared memory: there is no need for code that deals with conflict resolution or the complexities due to possible corner cases arising from weak consistency. This additional modularity of the design (when compared with alternative solutions [6]) allows a clean separation of concerns we deem important for its evolution.

In terms of dependability, our distributed controller architecture covers the two most complex fault domains in an SDN, as introduced in [28]. It has the potential to tolerate faults in the controller (if the controller itself or associated machinery fails) by having the state stored in the data store. It can also deal with faults in the control plane (the connection controller-switch) since each switch is connected to several controllers.

The controllers (and the applications they host) keep only soft state, which can easily be reconstructed after a crash. All the important network and application state is maintained in the data store. This simplifies the implementation of fault tolerance for the system since (1) all complex fault-tolerant protocols (e.g., fault-tolerant distributed consensus) are kept inside of the data store, reusing thus the large body of work existent in this area (e.g., [7, 8, 33, 42, 52]), and (2) the recovery of controllers is made very simple because there is no hard state to synchronize. Regarding the last point, once a controller fails any of the existent controllers can take over its place based on the network state that resides in the data store. The switches can tolerate controller crashes using the master-slave configuration introduced in OpenFlow 1.2 [43], which allows each switch to connect to $f+1$ controllers ($f$ is a parameter of the system representing an upper bound on the number of faults tolerated), with a single one being master for each particular switch. In our design, controller fault tolerance is per
domain, meaning that the primary of one domain is the backup of another domain (as depicted in Fig. 4.19).

The bottleneck of the architecture is the data store. The reason are the complex coordination protocols that run between the replicas, which limit the scalability of the architecture. This is an unavoidable consequence of the property we want to guarantee: a consistent global view across controllers. Anyway, it is possible to significantly improve the data store performance by equipping it with a set of state-of-the-art distributed systems techniques that are particularly useful for the target environment. In the next sections we thus focus on the design and implementation of the data store, considering several optimizations, and using representative workloads generated by real and non-trivial network applications to evaluate it.

4.2.3 Data Store Design

A common way to implement a consistent and fault-tolerant data store is by using replicated state machines [52]. This technique considers a set of replicas implementing a service (e.g., the data store) accessed through a total order multicast protocol that ensures all replicas process the same sequence of requests. The core of a total order multicast protocol is a consensus algorithm such as Paxos [33], Viewstamped Replication [36], BFT-SMaRt [8] or RAFT [42]. In this work we are using BFT-SMaRt for this purpose.

A fundamental concern of these systems is their limited scalability and performance overhead. However, recent work in this field has started showing interesting performance figures of up to tens of thousands of small updates per second [25, 8]. To have an idea of how these figures compare with previous solutions, this performance is three orders of magnitude better than what was reported for the initial consistent database used in the Onix distributed controller [30]. These performance numbers start justifying the use of such systems as a consistent backend for supporting a distributed controller, especially if complemented with specific optimizations.

In the following we present a set of techniques used in the design of an efficient data store for network control applications. As a starting point we consider a data store supporting an arbitrary number of tables (uniquely identified by their name). Each table maps unique keys to opaque values of arbitrary sizes (i.e., raw data). The server has no semantic knowledge of the data present in the data store and supports simple operations such as create, read, update, and delete.

4.2.3.1 Cross References

A classical key-value table is restricted to a single key to identify a value despite the number of unique attributes that are associated with the value. However, in some cases it is useful to have an additional table that relates a “secondary” key with the value indexed by some “primary” key. As an example, consider an application tracking hosts accessing a network that assumes a device is uniquely identified either by an IP or MAC address. Therefore, we could use two tables: table IPS, relating IPs (key) to MACs (value), and table MACS, relating MACs (key) to devices (value). This is a reasonable scheme in a local environment given that the cost to obtain a device with a MAC address or its IP is the same.

However, in a distributed environment, this requires two accesses to the data store just to obtain a single device with an IP address (one to fetch the MAC, and another to fetch the device), incurring in a significant latency penalty.

To avoid this penalty for obtaining a single value we implemented a Cross Reference table, which in this example is able to obtain the device with a single access to the data store. Fig. 4.20 illustrates how our Cross Reference table works. In this example, the client (controller) configures the IPS table as a cross reference to the MACS table. In practice, this is understood as: the values of the IPS table can be used in the MACS table. With this setting, the client can fetch a device from the IPS table with a single data store operation (the getCrossReference method). Thus, this operation halves the latency penalty required to obtain the device.
4.2.3.2 Versioning

Despite being strongly consistent, our data store is still exposed to the pitfalls of concurrent updates performed by clients. Namely, the loss of data caused by overlapping writes. As an example, consider an HTTP network logger running in a controller that maintains a key-value table in the data store to map each web page accessed to the set of IP addresses that have visited it. For updating the set, the controllers need first to fetch it, add an element locally, and update the data store with the new set. Fig. 4.21 illustrates how, in this setting, concurrent updates can lead to data loss.

Controllers 1 and 2 fetch the same visitors set for a particular web site (uniquely identified by the URL), and then they replace it by a new set that includes IP2 and IP3, respectively. The lack of concurrency control results in the loss of the write operation that includes the IP2 visit to the site (visitors = {IP1, IP2}), because the last write (visitors = {IP1, IP3}) overwrites the previous. To solve this problem we make each table entry (i.e., key-value pair) be associated with a monotonically increasing counter (the version number) that is incremented in every update executed for the key. By creating this Versioning mechanism, we empower the data store with the capability to detect and prevent conflicting updates that otherwise could result in data loss.

4.2.3.3 Columns

With a key value data model, clients are able to map a unique key to any arbitrary value with no semantic meaning for the data store (it is just raw data). This is a quite limited data model since
values are often composed of multiple attributes. Consequently, when the client interest lies towards a small portion of the value (e.g., a single attribute), this model can be a bottleneck, since both the update messages (sent to the data store), and reply messages (received from the data store) may contain unnecessary attributes (thus increasing the latency penalty for the client). Therefore, we expanded the key value table to allow clients to access the individual components of a value with an additional key (i.e., the column name). With Columns, we enhance the unidimensional model of a key value table to a bi-dimensional one whereby two keys (as opposed to one) can access an individual attribute of a value inside a table.

Despite the fact that a Column table decomposes a value into columns, the client is still able to manipulate the entire value. Namely, the client is still able to retrieve or update a value “entirely” even if she is not aware of the column names that compose a value. Furthermore, the column names are not static, not even in the context of a table. Each key-value entry may have different columns, and clients can add and delete columns from a value as they see fit (in run-time).

4.2.3.4 Micro Components

So far, we have focused in particular client use cases (i.e., multiple keys to obtain a value, concurrent updates, and manipulation of attributes) to introduce techniques that reduce the number and size of messages during the interaction between clients and the data store. However, for an arbitrary number of operations that have no explicit connection to each other we need a more general abstraction. Imagine a control application needs to execute the following transaction in the data store: “read two values from different tables: the total number of bytes allowed to be forwarded and the byte counter from the forwarding table (that gives the number of bytes effectively forwarded)”,” subtract them” and “update the first table with the new number of bytes allowed to be forwarded”. With the current interface, this set of operations will require multiple controller-data store interactions, thus revealing a significant latency penalty for such a simple task.

To address this limitation, we propose the use of a mechanism for running the whole transaction at the server side. More specifically, we deploy specific data store extensions, called Micro Components. This is similar to the use of extensions in coordination services [16] or stored procedures in transactional databases. The most significant advantage of a micro component is performance since it allows the client to merge multiple operations in a single method reducing the number of accesses to the data store.

4.2.3.5 Cache

With a cache the client can keep frequently accessed values locally, for a particular data store table. For this table, each value that is read or written from and to the data store is added to the local cache. As the cache affects consistency (a point we will return to below), the client has the option to define a bound on the window of inconsistency she is willing to tolerate. For each client request, the cache returns the local value if the request is within the staleness bound. Otherwise, the cache retrieves the value from the data store. This is shown in Fig. 4.22. Of course, if the bound specified by the client is zero, the cache is bypassed and the request is sent to the data store.

A strong point of our architecture is the guarantee of a consistent global view for network and application state. As such, the reader may correctly question why we consider the use of a cache. Our goal in this respect is to offer some level of flexibility, as we anticipate not all state to require the same level of consistency. We thus leave the client with explicit control over the window of inconsistency she is willing to accept. Particular state may lead to inconsistencies, as that concerning cross-domain operations, such as the example in Section 4.2.1. But since in our design a single controller controls all switches in its domain, no concurrency issues will occur for non-cross domain operations and a part of the state may be served from the cache.
4.2.4 Implementation

We implemented a prototype of the previously described architecture by integrating the Floodlight controller with a data store built on top of a state-of-the-art State Machine Replication library, BFT-SMaRt [8]. Furthermore, we modified three SDN applications provided with Floodlight in order to operate with our data store: Learning Switch (a common layer2 switch), Load Balancer (a round-robin load balancer), and Device Manager (an application that tracks devices as they move around a network).

The BFT-SMaRt library supports a tunable fault model and durability. The fault model can be either Byzantine or crash-recovery. For performance reasons, we consider the crash-recovery model whereby a process (i.e., replica) is considered faulty if either the process crashes and never recovers or the process keeps infinitely crashing and recovering [11]. The library operates under an eventually synchronous model for ensuring liveness. For durability, a state transfer protocol guarantees that state survives the failure of more than \( f \) replicas (the number of replicas that can fail simultaneously).

Our data store is, therefore, replicated and fault-tolerant, being up and running as long as a majority of replicas is alive [33]. More formally, \( 2f + 1 \) replicas are needed to tolerate \( f \) simultaneous faults.

The implemented data store supports all optimizations described in the previous section. The only noticeable limitation of our proof-of-concept prototype is related with the support for Micro Components. Currently, they are statically included in the data store codebase along with the classes that each micro component requires to operate.

4.2.5 Workload Analysis

To evaluate our data store design, we consider three applications in isolation and analyze how they interact with the data store (with and without the optimizations).

Fig. 4.23 illustrates the scenario. Whenever a switch triggers a message to be sent to an application, the latter executes one or more operations on the data store. Then, as soon as the application finishes, it can reply to the switch with a message (named “controller reaction” in the figure). In the end, a data store workload is a trace (or log) of data store requests and replies resulting from the processing of a data plane event by a particular application.

\[^5\]In a Byzantine fault model, processes can deviate from the protocol in any way. Namely, they can lie, omit messages, and crash.
We selected three representative control applications for validating our design, *Learning Switch*, *Load Balancer* and *Device Manager*. First, we analyze the *Learning Switch*, a simple application commonly used to benchmark SDN designs. Our second application, the *Load Balancer*, implements a flow distribution policy and represents a class of applications that benefits from accessing up to date information on a data store before deciding the destination of a flow. The last application is the *Device Manager*, a non-trivial application that tracks devices in the network and builds an information base that other applications can rely on.

### 4.2.6 Workload Generation

For the first phase of our study we emulated a network environment in Mininet [23] and connected it to our prototype. We use Mininet to send the appropriate OF data plane messages from the switch to the controller, triggering an access to the data store (see Fig. 4.23). We record all communication between the controller and the data store.

Our network environment consists of a single switch and at least a pair of host devices. After the initialization of the test environment (e.g., creation of a switch table, configuration of the Load Balancer application, etc.) we generated ICMP requests between two devices. The goal was to create OF traffic (*packet-in* messages) from the ingress switch to the controller. Then, for each OF request, the controller performs a variable, application-dependent number of read and write operations, of different sizes, in the data store (i.e., the *workload*). In the controller (the data store client), each data store interaction is recorded entirely (i.e., request and reply size, type of operation, etc.) and associated with the data plane event that has caused it.

Table 4.3 contains all the captured workloads for each application we considered: *Learning Switch* (*ls*), *Load Balancer* (*lb*), and *Device Manager* (*dm*). The initial message sizes for each operation recorded are displayed in column *init*. There is one column for each optimization described in Section 4.2.3 (Cross References - *cref*; Versioning - *vers*; Columns - *cols*; Micro Components - *micro*).

#### 4.2.6.1 Learning Switch

The *Learning Switch* application emulates a layer 2 switch forwarding process based on a switch table that associates MAC addresses to switch ports. The switch is able to populate this table by listening to every incoming packet that, in turn, is forwarded according to the information present in the table.
The two significant workloads we consider for this application are related with the type of packet observed by the controller.

**Broadcast Packet Workload (ls-bcast)**—The operations (init column) in Table 4.3 show that for the purpose of associating the source address of the packet to the ingress switch-port where it was received, the Learning Switch application performs one write (W) operation with a request size (Request) of 113 bytes and reply size (Reply) of 1 byte.

**Unicast Packet Workload (ls-ucast)**—This workload creates an additional operation to the previous one, since for every unicast packet we must also fetch the known switch port location of the destination address. The operations (init column) at Table 4.3 shows that this second operation comprises a 36-bytes request and a 77-bytes response, which contains the known switch port.

### 4.2.6.2 Load Balancer

The Load Balancer application employs a round-robin algorithm to distribute the requests addressed to a Virtual IP (VIP) address across a set of servers. Again, we consider two workloads for this
application.

**ARP Request (lb-arp)**—This workload (see column **init** in Table 4.3) shows the operations that result from an OpenFlow' packet-in message caused by an ARP request querying the VIP MAC address. In the first operation, the Load Balancer application attempts to retrieve the vip-id for the destination IP. If it succeeds, then the retrieved vip-id is used to obtain the related VIP entity in operation #2 (we surround the operation description with brackets to mark it as optional—it is only executed when the first succeeds). Although only the MAC address is required to answer the ARP request, the VIP entity is read entirely. Notice that the size (509 bytes) is two orders of magnitude larger than a standard MAC address (6 bytes).

**Packets to a VIP (lb-vip)**—This workload (see column **init** of Table 4.3) shows the detailed operations triggered by IP packets addressed to a VIP. The first two operations fetch the VIP entity associated with the destination IP address of the packet. From the VIP we obtain the pool-id used to retrieve the Pool (operation #3). The next step is to perform the round-robin algorithm by updating the current-member attribute of the retrieved Pool. This is done locally. Afterwards, the fourth operation aims to replace the data store Pool by the newly update one. If the Pool has changed between the retrieve and replace operation this operation fails (reply equal to 0) and we must try again by fetching the Pool one more time (repeating operation #3 and #4). In order to check if the versions have changed, the replace operation contains both the original and updated Pool to be used by the data store. In order to succeed, the original client version must be equal to the current data store version when processing the request. If successful (reply equal to 1), we can move on and read the chosen Member (server) associated with the member-id that has been determined by the round-robin algorithm.

### 4.2.6.3 Device Manager

The Device Manager application tracks and stores host device information such as the switch-ports attachment points (ports the devices are connected to). This information is retrieved from all OpenFlow messages the controller receives.

**Known Devices Workload (dm-known)**—When a packet from a known device is received, a packet-in request triggers the operations seen in column **init** of Table 4.3 on the data store. The first two operations read the source device information. Then an update is required to update the “last seen” timestamp of the device generic entity. Notice that the size of this request is nearly twice that of a device (1444 bytes). This is due to the fact that this is a standard replace containing both the original device (fetch in step #2) and the updated device. This operation will fail if other data store client has changed the device. If so, the process is restarted from the beginning. Otherwise, the last two operations can fetch the destination device.

**Unknown Device Workload (dm-unknown)**—This workload is triggered in the specific case in which the source device is unknown and the OF message carries an ARP reply packet. The first operation reads the source device key. Being that it is unknown (notice, in the table, that the reply has a size of zero bytes corresponding to null) the application proceeds with the creation of the device. For this, the following write (second operation) atomically retrieves and increments a device unique id counter. Afterwards, the third and fourth operation updates the devices and macs tables respectively. Then, since the ips table links an IP to several devices, we need to first collect a set of devices (operation #5) in order to update it (operation #6). If successful, the Device Manager has created the new device information and can, finally, move to the last two operations that fetch the destination device information. If unsuccessful, the process is repeated from step #5.

### 4.2.7 Performance Evaluation

After obtaining the workloads for each application, we executed a series of experiments to evaluate the performance of the data store considering all workloads (including optimizations). The objective
here is to shed light on the data store performance (latency and throughput) when subject to realistic workloads, as this is the bottleneck of our consistent distributed control plane architecture.

4.2.7.1 Test environment

We execute our experiments in a four-machine cluster, one for the data store client (responsible for simulating multiple controllers), and three for the data store (to tolerate one crash fault, \( f = 1 \)). Each machine has two quad-core 2.27 GHz Intel Xeon E5520 and 32 GB of RAM memory and were interconnected with Gigabit Ethernet. The software environment was Ubuntu 12.04.2 LTS with Java SE Runtime Environment (build 1.7.0_07-b10), 64 bits.

The data store client runs as a single Java process, but executes multiple threads that replay a simulation of the recorded workload with an equal number of messages and payloads (i.e., same message type and size). We emphasize that in order to replay a workload composed of \( op_1, op_2, \ldots, op_n \) operations, a thread must first send operation \( op_1 \), wait for a reply from the data store and only after, send operation \( op_2 \) (and so on until \( op_n \)).

This simulation is repeated for a variable number of concurrent data store clients (representing different threads in one controller and/or different controllers). From the measurements we obtain throughput and latency benchmarks for the data store under different realistic loads.

Each workload was run 50 thousand times, measuring both latency and throughput. The values shown in this section are the 90th percentile of all measurements.

4.2.7.2 Learning Switch

Fig. 4.24 shows that the unicast workload prior to being optimized (ls-ucast-init) leads to a throughput of 12k Flows/s, with a 6 ms latency. However, when using the ls-ucast-micro optimized workload, the throughput increases to 22k Flows/s while the latency decreases to less than 4 ms. The reason behind this improvement in both latency and throughput is due to a decrease in the number of messages exchanged with the data store.

4.2.7.3 Load Balancer

In Fig. 4.25 we present the results of our experiments considering different load balancer workloads.
When considering the lb-arp workload (Fig. 4.25a), the reduction from two to one data store interaction of the optimizations improves the throughput by up to 60%. However, the message size reductions from cref to cols (see row lb-arp in Table 4.3) have little to no effect in the performance of the system under this workload.

For the lb-vip workload (Fig. 4.25b) these data store optimizations are less effective, improving the peak throughput from 5.4k Flows/sec to 6.5k Flows/sec (less than 20%). The improvement is much more significant when microcomponents are used (micro): the throughput more than doubles and latency decreases by 50%, when compared with the non-optimized data store (init).

### 4.2.7.4 Device Manager

Fig. 4.26 presents the performance results from the data store when considering the two Device Manager workloads.

Our results confirm that the most significant improvement comes from using a micro component to
create a device (dm-known-micro in Fig. 4.26a and dm-unknown-micro in Fig. 4.26b). This optimization reduces the latency penalty significantly while increasing the data store throughput from 5k and 3k Flows/s to more than 12k Flows/s, a three to four-fold increase in throughput, with a significant latency reduction in both workloads. Additionally, under adequate workloads the data store has a significantly low latency penalty: the use of micro-components shows a steady latency penalty of less than 4 ms for a throughput of more than 11k Flows/s in both workloads.

4.2.7.5 Cache

In the workloads shown in the previous sections, the applications perform all operations in the data store. However, it is possible to perform some of the operations of each workload locally (in the controller) by integrating the applications with our cache interface, as explained before. In this section we show how we modified the workloads with the cache integration, the effect that it can have on the staleness of the data used by the clients (i.e., the applications), and if any consis-
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<table>
<thead>
<tr>
<th>Workload</th>
<th>Operation</th>
<th>Type</th>
<th>(Request,Reply)</th>
<th>Case</th>
<th>Throughput (kFlows/s)</th>
<th>Latency (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ls-ucast</td>
<td>1) Associate source address to ingress port</td>
<td>W</td>
<td>(29,1)</td>
<td>best</td>
<td>∞</td>
<td>0</td>
</tr>
<tr>
<td>cache</td>
<td>2) Read egress port for destination address</td>
<td>R</td>
<td>(27,6)</td>
<td>worst</td>
<td>21.5</td>
<td>4.7</td>
</tr>
<tr>
<td>lb-vip</td>
<td>1) Get VIP pool for the destination IP*</td>
<td>R</td>
<td>(62,324)</td>
<td>best</td>
<td>21.4</td>
<td>4.8</td>
</tr>
<tr>
<td>cache</td>
<td>2) [Round-robin pool and read chosen Member]*</td>
<td>W</td>
<td>(21,4)</td>
<td>worst</td>
<td>11.4</td>
<td>3.4</td>
</tr>
<tr>
<td>dm-known</td>
<td>1) Get source and target devices*</td>
<td>R</td>
<td>(28,1414)</td>
<td>best</td>
<td>21.4</td>
<td>3.6</td>
</tr>
<tr>
<td>cache</td>
<td>2) [Update “last-seen” timestamp of source device]*</td>
<td>W</td>
<td>(36,0)</td>
<td>worst</td>
<td>11.1</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Table 4.4: Cache optimized workloads operations and sizes (in bytes). Operations in gray background are cached.

Tendency problems can arise. We conclude with a theoretical analysis of the performance of the cache optimization for the considered workloads.

**Learning Switch.** The Learning Switch is a single writer, single reader application\(^6\), so it is possible to introduce caching without affecting the consistency semantics or the staleness of the data. To clarify, a cached entry in the Learning Switch application is *always* consistent with the data store since no other controller modifies that entry. Therefore, with cache we can potentially avoid the data store while processing data plane events, thus avoiding the two operations in the unicast packet workload (ls-ucast).

The **ls-ucast-cache** workload in Table 4.4 shows the operations that can be cached (in gray background). Note that it was based on **ls-ucast-msg** workload as opposed to **ls-ucast-micro**, since our current implementation of the cache is based on the former.

First, we avoid re-writing the source address to source port association when we already know it, because it is present in cache (operation #1). Second, we can also avoid the read of operation #2, which queries the egress port of the currently processed packet, if that entry is available in cache. With this improvement, we no longer have to read values from the data store as long as they are available in cache, and we still get consistent values because when we update a value we also update the cache. Note, however, that the cache is also limited in size, thus entries are refreshed over time. In the case of cache misses (i.e., entry is not available in cache), the operation is performed in the data store.

**Load Balancer.** In the Load Balancer case we use the cache to maintain VIP entities locally. Only the first operation can be cached since it is the only read. For the write, we must rely on the data store to accurately perform the round-robin algorithm and return the address of the next server chosen. Otherwise, consistency problems may arise (i.e., conflicts). We make use of this mandatory access to the data store to evaluate the staleness of the VIP present in the cache. If the VIP changed between the time it was added to the application cache and the time the write is performed, then the data store aborts the operation and the application can restart from scratch. This time the value is obtained from the data store.

**Device Manager.** The Device Manager workload **dm-known-cache** was based on **dm-known-micro** from Table 4.4. Operation #1 reads the source and target devices based on the IP addresses present in the packet. If any of the two are not available in cache, the application fetches both from the data store. Since this operation is based on a micro component the implementation is trickier because the client (the Device Manager application) implements the logic to either fetch both values from the cache (source and target devices) or invoke the micro component (through the cache interface that knows the semantic of the reply and updates the cache with both the source and target devices). Also, notice that we rely on the second operation (the write updating the timestamp) to validate the cached data, but in our current implementation, this operation only validates the source device. If the cached

---

\(^6\)For each switch table only a single thread, in a particular controller (the one responsible for the switch) reads and performs writes in the data store.
source device has been modified in the data store, the operation fails and the process must be repeated. If repeated then the first operation forcibly fetches values from the data store. Of course, this validity check could be expanded to include the destination device, thus narrowing the inconsistency window of all the cached information used to install flows.

**Analysis.** The last three columns of Table 4.4 show the results of the performance analysis considering the use of caching. The best case of each workload refers to when all the cache-enabled operations are performed locally. In contrast, the worst case refers to when all operations that compose the workload are performed in the data store. Of course, these values can only be used as a broad reference to understand the impact of caching. The true results may be far from the best case, since the frequency of cache-hits is dependent of the accepted staleness, the frequency of data plane events, the size of the cache, etc.

Regarding the results, in the ls-ucast-cache workload we show that the best case has an infinite throughput and zero latency since no operation is performed in the data store. These values merely mean that the throughput and latency are limited by the controller.

The best case results of the device manager and load balancer are very similar since they have identical workloads. This best case of each workload achieved a twice as high throughput when compared to the worst case. This was expected since the best case in each workload reduces the number of messages sent to the data store by half.

4.2.8 Related Work

The need for scalability and dependability has been a motivating factor for distribution and fault-tolerance in SDN control planes. We consider it therefore no surprise the most successful SDN controller to date to be Onix [30], the first distributed, dependable, production-level solution that considered these problems from the outset. As the choice of the “right” consistency model was also perceived as fundamental by its authors, Onix offered two data stores to maintain the network state: an eventually consistent and a strong consistent option. In terms of performance, the original consistent data store supported up to 50 SQL queries per second without batching. With batching (grouping more than one operation in a single request), the data store increased its performance to (only) 500 operations/s. The eventual consistent data store used in Onix could support 22 thousand “load attribute” updates/s, considering 5 replicas (33 thousand with 3 replicas). These values are equivalent to our data store, despite the fact that we support a strong, consistent view of the network state, contrary to Onix’s eventual data store. Onix distributed capabilities and transactional data store have been subject of improvements recently, but not much information exists to date on its current performance [29]. The closed-source nature of Onix and lack of information prevents us from investigating it further.

Unlike Onix, ONOS [6] is an open-source solution based on an optimistic replication technique complemented by a background gossip protocol to ensure eventual consistency to manage the network state. The published performance results show that ONOS is able to achieve a throughput of up to 18,000 path installments per second in an experiment similar to ours. These values are on pair with the throughput results we obtained using a strongly consistent data store. Although our tests do not consider the overhead of the interaction between the data and control planes, the limiting factor of our architecture is the interaction with the data store, therefore we are assured to achieve a level of performance of the same order.

OpenDaylight [47] is another open, industry-backed project that aims to devise a distributed network controller framework. Similarly to ONOS, OpenDaylight runs on a cluster of servers for high availability, uses a distributed data store where it employs leader election algorithms. However, the OpenDaylight clustering architecture is still evolving and its performance is reported to be several orders or magnitude below our results (cf. the data store drop-test at [54]).

Recent work on SDN has explored the need for consistency at different levels. Network programming languages such as Frenetic [20] offer consistency when composing network policies (automatically solving inconsistencies across network applications’ decisions). Other related line of work proposes
per-packet and per-flow abstractions to guarantee data-plane consistency during network configuration updates \[39, 50\]. Contrary to our work, the aim of these systems is to guarantee consistency after the policy decision is made by the network applications. In the same line of research, Software Transactional Networking (STN) \[12\] offers an abstraction that guarantees consistency on the data plane in a concurrent multi-controller scenario. STN is based on the assumption that controllers can perform read-modify-write atomic operations to the switches. As their solution requires each controller to communicate with all other controllers, the solution does not scale. Our architecture differentiates from these proposals by targeting the problem of consistency of the global network view. In other words, our concern is in guaranteeing consistency before the policy decisions are made by the (distributed) controllers. The solution is also fully distributed – and therefore scalable – with each controller communicating and controlling only the subset of switches of its domain. Despite the differences, this line of work on SDN consistency is complementary to our work. We believe that the combination of our solution with these mechanisms will enable an integrated solution that guarantees all packets (or flows) will always follow the same network policy and therefore avoid network anomalies in any scenario (centralized or distributed).

4.2.9 Conclusions

The introduction of distribution, fault tolerance and consistency in the SDN control plane has a cost. Adding fault tolerance increases the robustness of the system, while strong consistency facilitates application design. But it is undeniable: these mechanisms will affect system performance. By understanding and accepting the inevitability of this cost, our objective in this work was to show that, for network applications considered representative, this cost may be attainable and the overall performance of the system can remain under acceptable bounds.

In this section we proposed a distributed SDN control plane centered on a data store that offers strong consistency and fault tolerance for network (and applications) state. Our data-centric approach leads to a simple and modular architecture. As the bottleneck of our architecture is the data store, we have proposed a set of optimization techniques specifically tailored for SDN environment, achieving acceptable performance.
Chapter 5  Self-management of network security

Based on a short survey on security incidents and abuses affecting public cloud providers carried out in Deliverable D4.1, we concluded that the use of public cloud services by malicious software has been increasing for the last six years, although providers have attempted to limit the extent of these incidents. Additionally, we have observed that criminals are increasingly moving additional components of their malicious infrastructures into the cloud making attacks harder to correlate and characterize. Finally, our survey proved, to some extent, that cloud providers have not improved in detecting and handling incidents and abuse cases occurring in their infrastructure. In this chapter, we introduce a network security management for SUPERCLOUD that is able to address these observations, with the following characteristics: (a) user-centric security service composition allowing users to respond to the very different categories of attacks affecting their cloud services, as presented in Sect. 5.2; (b) security monitoring for users to detect malicious services and behaviors, such as a service being moved towards a different VM and trigger response, as presented in Sect. 5.3; (c) cross-layer and cross-provider feature and alert correlation in order to characterize ongoing attacks, as well as the state of the provider network, and policy management to decide how to react to the threat, as presented in Sect. 5.4. Such network security management will be able to achieve autonomic security of the SUPERCLOUD, as illustrated in Fig. 5.1.

5.1 Concepts and Requirements

As stated in Deliverable D4.1, an essential requirement of SUPERCLOUD is its ability to provide autonomic security, i.e., SUPERCLOUD should be able to monitor and react to security incidents automatically. This is motivated by the fact that, as SUPERCLOUD will leverage on heterogeneous network infrastructures, from both public cloud providers and private infrastructures, each provider (including both public and private ones) would have only a partial view of security incidents that may affect the SUPERCLOUD users. For example, an attack that leverages SUPERCLOUD resources may share the same artefacts across multiple heterogeneous providers. Therefore, it would be easier and more efficient to characterize this attack when correlating observations across all these providers. Besides, a comprehensive approach for attack remediation may require to coordinate actions such as VM quarantine or network migration across multiple cloud providers. Security incidents may be manifested in two different ways. On the one hand, SUPERCLOUD users may be affected by cyberattacks such as DDoS and malware infections. On the other hand, security incidents also include abuse of SUPERCLOUD resources that may occur when malicious SUPERCLOUD users resort to the heterogeneous multi-cloud environment to coordinate or to launch attacks against third parties.

To address such challenges, the autonomic security management framework offers data plane monitoring and proactive attack detection across the different cloud providers contributing to the SUPERCLOUD infrastructure. It enables to characterize and classify security incidents that may occur within the SUPERCLOUD, and implement customizable reaction policies that would segregate and isolate attack traffic.

In Deliverable D4.1, we have highlighted three important requirements to build such a framework:

Req. 1 Service Composition: Since the security incidents that may affect public cloud services belong to very different categories of attacks, the users of the SUPERCLOUD should be able to compose...
the security services that are most appropriate according to the context and security requirements of their use cases that are hosted on the SUPERCLOUD.

**Req. 2 Multi-provider cooperation:** Since attackers are moving additional components of their malicious infrastructures in the cloud, and when such components end up on different cloud providers, users of the SUPERCLOUD should be able to correlate features and alerts across multiple cloud providers to better characterize ongoing attacks and abuses.

**Req. 3 Migration Monitoring:** Since malicious servers tend to frequently migrate within the same address space in the cloud, users of the SUPERCLOUD should be provided with appropriate monitoring applications that enable them to monitor a service each time it migrates towards a different VM. Moreover, SUPERCLOUD users should be also provided with appropriate tools that enable them to promptly react upon detection of malicious services.

To address these functional requirements, the autonomic security management framework of SUPERCLOUD will satisfy two design specifications, as proposed in Deliverable D4.1:

**Spec. 1** An appropriate SDN security control application will be provided on top of the network abstraction layer. It allows users to compose their own security services in the data plane, and to tune these services on a per-flow (e.g., web traffic) or per-destination (e.g., towards a database service) basis.

**Spec. 2** Users will be able to define their own security management procedures that will be automatically triggered by the SUPERCLOUD in response to attacks and security incidents.

### 5.2 Composition of Security Services

The security management component of the SUPERCLOUD network virtualization infrastructure enables users to select and compose their network security services on a per-flow or per-destination basis. In particular, it leverages the data plane topology and the placement of security services (both physical or virtual appliances) in order to compute and deploy routing policies that take into account multiple constraints such as the user-defined security services, cost, sovereignty, and the length of network paths. We implement this component as an SDN application that uses the northbound REST API for the Floodlight controller.

The security management component includes four main modules, as illustrated in Fig. 5.2.
Figure 5.2: SUPERCLOUD Composition of Security Services Component
5.2.1 Topology management module

The topology management module uses the REST API provided by the Floodlight controller. It keeps a consistent graph-based representation of the network topology, which is further used as input to the path computation module. The network topology is represented as an undirected labelled graph where nodes represent OpenFlow devices, and edges represent active network links. Link labels characterize the nominal capacity for each link. Network security services are also represented in this topology. They are characterized through service nodes being attached in the graph to their corresponding OpenFlow device. Note that the topology management module also tracks host migrations, device or link outages that may have an impact on the routing paths established by the path computation module.

5.2.2 Path computation module

The path computation module computes optimal routing strategies taking into account both user-defined constraints (e.g. security, QoS) and the routing and deployment cost. It implements a mathematical optimization model that uses as input a graph-based representation of network topology provided by the topology management module. It computes an optimal routing policy, taking into account multiple user-defined constraints, as follows.

Security services chaining: The security management component offers the ability for SUPER-CLOUD users to select and compose network security services and attach these services to specific network flows. Users may constitute service chains that are considered as input to the path computation module. For example, a SUPER-CLOUD user may need to set up a public web application, and would like to subscribe to a Web Application Firewall (WAF) service and a Data Leak Protection (DLP) service offered by the SUPER-CLOUD. All network flows originating from the Internet towards the public web application need to be routed by the SUPER-CLOUD through the WAF and DLP services, both implemented as third-party appliances available as part of the network virtualization infrastructure. The path computation module uses such service chaining constraints for all network flows and computes optimal routing paths for each network flow, taking into account the set of security services that are attached to this flow. This module also manages compatibility issues between security services, e.g., placing the DLP service behind the WAF service to avoid redundant alerts and false positives.

Link capacity: The path computation module avoids link congestion by taking into account the nominal capacity of network links when computing the optimal routing policies. Link capacity is both used by the optimization model at the route setup phase, and further used by the congestion and fault avoidance module in order to reroute traffic in case of congestion and link or device failures.

Service capacity: The path computation module also takes into account the nominal capacity of security services available in the data plane. It makes sure that a given security service is not supplied with network traffic exceeding its nominal capacity.

Sovereignty: The SUPER-CLOUD network virtualization infrastructure is built on top of multiple distributed cloud providers. SUPER-CLOUD users may constrain the SUPER-CLOUD provider to use, or to avoid certain cloud providers for hosting their applications. Moreover, SUPER-CLOUD users may have specific constraints depending on their environment and their data hosted on the SUPER-CLOUD. Legal constraints include network traffic not to be routed through specific cloud providers, yet also outside specific countries or geographic area (e.g. traffic should stay within Europe). The optimization model implemented by the path computation module enables to take such sovereignty requirements into account and computes routing paths that strictly abide by these constraints.
Cost: The path computation module also optimizes routing costs when the bandwidth cost is not the same for all underlying cloud providers. More specifically, cloud providers may have different pricing policies, including different per-MB rates for traffic routed across their infrastructure. The path computation module takes these costs into account for computing optimal routing policies, aiming to reduce deployment costs both for the SUPERCLUD provider and for end users.

5.2.3 Path instantiation

This module translates and instantiates the optimal routing strategy using low-level OpenFlow commands. For each network flow, it instantiates network paths using a list of network devices and security services that are attached to this flow. It uses for this purpose the Floodlight native circuit pusher application. This application utilizes the Floodlight REST APIs to create a bidirectional circuit, i.e., permanent flow entry, on all switches in route between two devices based on IP addresses with a specified priority.

5.2.4 Congestion and fault avoidance

This module interfaces with the native Floodlight topology monitor module. It detects changes in the network topology, which may be attributed to host migrations, link or device failures, and network congestions. Upon the detection of a fault or a topology change, this module behaves as follows. First, when the fault does not concern any device or network link that are involved in established security services chains (see Sect. 5.2.2), this module only notifies the topology management module to update the current topology and take this fault into consideration for further optimization tasks. Alternatively, the fault may concern some already established security services chains. The congestion and fault avoidance module iterates over all installed circuits that use the faulty link or device, and computes alternative paths that satisfy the user-defined constraints (see Sect. 5.2.2). When another optimal route may be found, this module removes the old circuit and installs the new circuit over the new optimal path. When no other route alternative that meets the user-defined constraints could be identified, this module notifies the security monitoring component (see Sect. 5.3), and hands over the faulty circuit to the native forwarding module of the Floodlight controller.

5.3 Monitoring of Security

The security monitoring component of the SUPERCLUD network virtualization infrastructure enables users to define and manage their security contexts based on security incidents and OpenFlow statistics collected from the data plane. We implement the security monitoring component as an application module within the Floodlight controller. The architecture of the security monitoring component is illustrated in figure 5.3 and includes five main modules.

5.3.1 Topology handler

The topology handler collects OpenFlow statistics from network devices and provides the security monitoring component with a near real-time view of the data plane topology. To do so, it constantly polls the network devices using a native Floodlight service that enables to acquire network statistics from the managed OpenFlow devices. Raw network data collected by the topology handler is further processed in order to provide contextual topology information to the context handler module. For example, raw Rx and Tx fields are used to compute the usage rate and bandwidth of a given network link. The topology handler also offers a notification registration service that may be customized in such a way that the context handler can be notified only for specific topology changes that are relevant to the context of a specific SUPERCLUD user.


5.3.2 Incident handler

The incident handler enables to collect alerts and incidents from security appliances that are available on the network data plane. It is implemented as an internal module of the Floodlight controller, and extends the controller ability to collect security alerts that are not natively supported by OpenFlow. In particular, it offers a REST API that is used by security appliances to notify the controller about security incidents that occur in the data plane.

The incident handler supports two standard formats for security alerts: IDMEF and JSON. Real-time alerts are pushed to the incident handler through POST requests. When a new alert is pushed to the incident handler, a parser plug-in extracts relevant alert data and further sends this data to the context handler module. The incident handler also offers a notification registration service that may be customized in such a way that the context handler can be notified only for specific incidents that are relevant to the context of a specific SUPERCLOUD user.

5.3.3 Context handler

The context handler manages all user-defined contexts and keeps an updated list of all security contexts that are activated for a given user. These contexts may be further associated to specific reaction policies, which may be triggered by the policy handler upon activation of the appropriate contexts.

The context handler manages either or both security-related contexts such as attacks being detected by the incident handler, or topology-related contexts such as a link outages or the migration of a given terminal.

For example, a DDoS context may be defined as follows. It indicates that the DDoS context should be activated both when a DDoS alert is pushed to the controller, and when the target link experiences a packet drop rate exceeding 90%.

\[
\text{DefContext DDoS} : (\text{Alert.Classification,"DDoS"}) \text{ and (Link.drop rate,"0.9")}
\]

The context handler offers an API that allows SUPERCLOUD users to define their own contexts and to associate these with specific incidents or topology changes. Therefore, a context is defined as a combination (either conjunctive or disjunctive) of multiple conditions that may apply to relevant...
alert data or topology information. The context handler constantly monitors the conditions that are appropriate for a given context. It updates the list of activated contexts each time it is notified by the incident handler or the topology handler about new incidents and topology changes, and provides an updated list of all activated contexts as input to the policy handler.

5.3.4 Policy handler

The policy handler manages the reaction policies on behalf of the SUPERCLOUD users. It enables the users of the SUPERCLOUD to customize their own reaction policies in response to dynamic network incidents and attacks. Network policies in the context of SUPERCLOUD are context-based. Thus, a reaction policy is triggered only when the appropriate context had been activated. Therefore, the policy handler is constantly provided with the list of all active contexts that are triggered by the context handler. It instantiates the reaction policies that are associated with a given context, and further notifies the policy instantiator module for reaction enforcement.

5.3.5 Policy instantiator

The policy instantiator module supports two sets of actions. First, it may act directly on OpenFlow devices, using for example FlowMod commands, in order to set routing policies such as for example to reroute traffic through a given security device, quarantine a terminal, or disable a network link. Second, it may also compose dynamic chains of security services that are specified by the SUPERCLOUD users in response to specific security contexts.

5.4 Dynamic security management

One of the objectives of the SUPERCLOUD project is to build a resilient system that self-adapts to both adversary threats and network and system failures. Self-healing mechanisms such as proactive and reactive recovery may be useful to ensure the perpetual and unattended operation of the multi-cloud environment, and will therefore be also subject to consideration in the design of our solution. A policy-based approach is the adequate solution for the management of a multi-cloud environment as it enables adaptability to dynamic changes on the network and security levels. It allows as well the application of policy rules to the heterogeneous components of the monitoring and network planes. Finally, the high level of abstraction of the policy model eases the modelling and management of complex security policies.

5.4.1 Framework architecture

Figure 5.4 illustrates the main components of the network security management:

![Figure 5.4: Network security management hypervisor.](image-url)
• The Policy Decision Point (PDP) is a decision entity. It is the architecture engine that will receive the requests and the notifications. Based on them, it will activate and deactivate the adequate policies and rules.

• The Policy Enforcement Point (PEP) is the entity executing the configurations implementing the current policy. PEPs generally comprise the OpenFlow switches and the SDN controller. The PEP will enforce automatically the selected policy by the PDP using the OpenFlow scripts.

5.4.2 Workflow description

In order to achieve a user-centric management of network security, SUPERCLOUD proposes to provide an SDN security control application on top of the network abstraction layer. The proposed framework integrates the PDP as an application of the controller. The PDP provides an abstraction that allows to model all security services available in the data plane (e.g., IDS, proxies, honeypots, anti-DDoS devices). Thanks to the OrBAC policy model, the PDP dynamically manages the routing policies based on information collected by the monitoring component, as well as, requirements expressed by the SUPERCLOUD users. For example, as a path is allocated to the service of a given application, our proposed framework is able to fulfil topological requirements in order to build a resilient system that self-adapts in the face of not only potential threats, but also in the case of network or system failures.

Figure 5.4 illustrates the workflow of our approach. The monitoring component, as described in Sect. 5.3, continuously supervises the data plane (2) to detect any failures, be it system or network-based. This component updates the virtual machines’ status, as well as the network status, based on alerts received from local or external sources (1). When resources are critically damaged (failure, error, etc.), the OrBAC-PDP is notified (3). This policy engine activates contexts based on the status of the network or the virtual machines (4). Appropriate remediation policies are then selected to be pushed to the data plane in order to preserve the availability of the targeted services (5). The chosen policy will be mapped to one or more OpenFlow scripts (6). Finally, the controller will deploy these scripts to the SDN switches by pushing or deleting some rules (7).

This framework is being implemented along the two network services presented in the following section.

5.4.3 Network security services

The network security self-management component will orchestrate the provisioning, deployment and support of a number of services to accommodate tenants’ needs, with respect to agreed SLAs, and to defend against common threats, both external and internal. In this section, we describe some of the foreseen services offered by the security component, including availability management and incident management and mitigation.

5.4.3.1 Availability management

Availability today is an important issue in a multi-cloud environment. According to a study commissioned by Global Switch, IT service interruptions cost 440,000 euros per hour for companies in Europe. Therefore, the definition of a strategy to limit failures of a service is compulsory. In SUPERCLOUD, we aim to define an SDN strategy to solve this issue. Indeed, the use of SDN technology, that permits to dynamically program a network reaction, will be extremely useful. In the following, we detail two possible availability services that may be deployed in the SUPERCLOUD project.

• The first service (see Figure 5.5) leverages replication through a replicated server with degraded quality of service (QoS). In this scenario, the provider pledges to preserve the availability of the service without necessarily maintaining the quality of the network. The replica is deployed to receive live copies of user requests, but does not honour them as long as the main server is...
running. However, if the connectivity to the main server is lost or get degraded, the replica takes over the main server and sees its QoS increased to act as the main service.

During the whole life-cycle of the service, two servers are kept alive, the main server, with the requested QoS and the backup or replica, with degraded QoS. The role of the availability policy is to manage the performance of the networks and to redirect the flows to the replica with the modification of its QoS in case of a connection problem with the main server. In other words, even if the main server cannot provide the required QoS, new paths are provided with the needed performance for the replica to guarantee the requested QoS.

![Figure 5.5: Possible status of the first availability service](image)

- The second service (see Figure 5.6) proposes load balancing on demand. At the beginning, only one server provides a service to the customers. Next, based on the network status, a second server is provided to achieve the required QoS. This policy provides network resilience for the customer’s service by categorizing the network status into three different states. The NORMAL state, where the service can answer requests properly and does not suffer from bandwidth nor computation power shortage. The MEDIUM state corresponds to a service with several simultaneous connections or less than 50% of its available bandwidth remaining. Finally, the CRITICAL state characterizes an offline system. In this scenario, the second machine is solicited depending on the state of the main machine. As we defined previously the different states that represent the network status, our solution acts according to the following algorithm:

**Algorithm 1** Service Backup Algorithm

```plaintext
if Status = NORMAL then
    REDIRECT_TRAFFIC_TO(Main_Server)
else if System_Status = MEDIUM then
    SET_NEW_CONNECTIONS_TO(Second_Server)
else System_Status = CRITICAL
    INCREASE_NETWORK_PERFORMANCE(Backup_Server)
    REDIRECT_TRAFFIC_TO(Backup_Server)
```
5.4.3.2 Incident management and mitigation

Cyber-attacks cause considerable losses not only for end-users but also Cloud Providers (CPs). They are fostered by myriads of infected resources and mostly rely on network resources for whether propagating, controlling or damaging. There is an essential need to address these numerous attacks by efficient defence strategies. These solutions involve a detection process, as detailed in Sect. 5.3, completed by mitigation actions.

In this part, we will describe our second network service. It will be complementary to the monitoring engine. The lessons learned from the past attack mitigation designs clearly indicate that the following requirements deserve careful consideration:

- Easy deployment and operation, avoiding to use special purpose software or hardware devices.
- Effective information exchange between the different parties involved (i.e., the different CPs and the customers).
- Timely handling of alert notifications and enforcement of appropriate attack mitigation policies.
- Management of the entire life-cycle of the attack mitigation scheme in a scalable, adaptive, and automated way, involving only trivial manual effort.

Unfortunately, the intrinsic characteristics (for example, tight coupling between control plane and data plane) of today’s legacy networking infrastructure make a majority of attack mitigation schemes fail to meet the given requirements. Thanks to the recent development of SDN technologies, we are given a promising opportunity to re-examine such designs requirements [1,2], by taking advantage of the clear separation of network control plane and data plane, as well as the programmability of SDN controllers.

For the SUPERCLOUD project, we aim to design a service respecting these properties:
• Optimization: With an overall vision of the network infrastructure, reaction policies can now be optimized to reduce their impacts on other equipments.

• Simple dynamicity: The dynamic deployment of security policies is performed thanks to SDN, with little to no human configuration.

• Automation: Our framework will provide an automatic mitigation process based on the deployed policy.

Some technical challenges should be tackled in order to achieve our objectives:

• Scalable flow management: the CP core switches require a large number of flow entries for forwarding. The reactive nature of the SDN technology makes it difficult for an CP to provide attack mitigation as a service to their customers. Every time an OpenFlow switch receives a flow for which it does not have the entry in its flow table it forwards that flow to the SDN controller to get the policy for forwarding that flow. Since it causes processing overhead on the SDN controller so it becomes difficult for the CP to provide attack mitigation as a service to its customer.

• Preserving the consistency of forwarding policy: NAT devices, which are widely used in networks, involve packet header information modification. Such alteration may have an impact on how flow packets are forwarded, violating the CP network’s forwarding policy for these flows.

Regarding implementation, this service is actively being specified. The service will be implemented and integrated in the SUPERCLOUD network hypervisor in the next phase.
Chapter 6 Conclusions

In this deliverable we have presented the architecture of the SUPERCLOUD network virtualization platform:

- We have started by an overview of the architecture, including the specification of its design requirements, a high level view of all its components, and a preliminary evaluation of its basic functionality.

- Then, we presented the main components of the network hypervisor: the modules for address virtualization, topology abstraction, and isolation; and secure and dependable virtual network embedding.

- Third, we presented the design and implementation of a fault-tolerant and a distributed controller to guarantee that the platform responds to the resilience and scalability requirements.

- Finally, we detailed the autonomic security management services for the virtualization platform.

As future work we will integrate all components of the proposed architecture and evaluate its overall functionality and performance.
Glossary

AWS  Amazon Web Services.
EC2  Elastic Compute Cloud.
GRE  Generic Routing Encapsulation.
MILP Mixed Integer Linear Program.
MST  Minimum Spanning Tree.
OVS  Open vSwitch.
SDN  Software-Defined Networking.
TCAM Ternary Content-Addressable Memory.
TPM Trusted Platform Module.
VLAN Virtual Local Area Network.
VM  Virtual Network.
VN Virtual Network.
VNE Virtual Network Embedding.
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