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threaded application performance, often achieved through instruction level parallelism
(ILP), to improving multithreaded application performance by supporting thread level par-
allelism (TLP). Thus, multi-core processors incorporating two or more cores on a single die
have become ubiquitous. To achieve concurrent execution on multi-core processors, appli-
; cations must be explicitly restructured to exploit parallelism, either by programmers or
Multi-core processors . . . .
Parallelism and concurrency compilers. However, multithreaded parallel programming may introduce overhead due
Shared memory to communications among threads. Though some resources are shared among processor
cores, current multi-core processors provide no explicit communications support for mul-
tithreaded applications that takes advantage of the proximity between cores. Currently,
inter-core communications depend on cache coherence, resulting in demand-based cache
line transfers with their inherent latency and overhead. In this paper, we explore two
approaches to improve communications support for multithreaded applications.
Prepushing is a software controlled data forwarding technique that sends data to destina-
tion’s cache before it is needed, eliminating cache misses in the destination’s cache as well
as reducing the coherence traffic on the bus. Software Controlled Eviction (SCE) improves
thread communications by placing shared data in shared caches so that it can be found
in a much closer location than remote caches or main memory. Simulation results show
significant performance improvement with the addition of these architecture optimiza-
tions to multi-core processors.
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1. Introduction

Multi-core processors have become prevalent to address the growing demand for better performance. Recently, multi-core
processors with three-level caches have been introduced to the market [1]. However, we cannot fully exploit the potential of
these powerful processors, and there is an increasing gap between new processor architectures and mechanisms to exploit the
proximity and possible connectivity between cores in these architectures. Even though the number of cores and cache levels
per chip is increasing, the software and hardware techniques to exploit the potential of these powerful processors are falling
behind. To achieve concurrent execution of multiple threads, applications must be explicitly restructured to exploit thread
level parallelism, either by programmers or compilers. Conventional parallel programming approaches do not efficiently
use shared resources, like caches and the memory interface on multi-core processors. Thus arises the challenge to fully exploit
the performance offered by today’s multi-core processors, especially when running applications with multiple threads that
frequently need to communicate with each other. Even though there are shared resources among the cores, there is no explicit
communications support for multithreaded applications to take advantage of the proximity between these cores.
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Data parallel programming is a common approach in which data and associated computation are partitioned across mul-
tiple threads. While this approach is easy to program, it raises the following issues in multi-core processors:

o Simultaneous accesses may overwhelm the shared memory interface. As each thread works independently on its own data,
the shared memory interface may be overwhelmed due to simultaneous accesses to different data partitions. The memory
controller may not be adequate to handle multiple memory request streams simultaneously.

Multiple threads may cause cache pollution. As each thread works concurrently on different data partitions, they may evict
each other’s data from any shared cache when bringing data from the main memory. This behavior may result in
increased miss rates, and consequently execution time may significantly increase.

Thread communications depend on cache coherence mechanisms. As threads communicate via a shared cache or main mem-
ory, thread communications depend on cache coherence mechanisms resulting in demand-based data transfers among
threads. Cache coherence mechanisms observe coherence state transitions to transfer data among caches. Therefore,
the requesting thread has to stall until the data is delivered, as there is likely insufficient out-of-order or speculative work
available. This behavior results in increased communication latency and miss rates.

A parallel execution approach called Synchronized Pipelined Parallelism Model (SPPM) [2] was introduced to reduce the de-
mand on the memory bus by restructuring applications into producer-consumer pairs that communicate through shared
caches rather than main memory. The producer fetches data from the main memory and modifies it. While the data is still
in the cache, the consumer accesses it. The producer and consumer need to be synchronized to prevent the producer from
getting far ahead of the consumer or to prevent the consumer from getting too close to the producer. Therefore, SPPM en-
forces a tight synchronization window between the producer and consumer to make producer’s data available in the cache
for consumer’s access. This approach reduces or eliminates the consumer’s need to fetch the data from the main memory,
resulting in better performance. However, there are some hardware weaknesses such as demand-based data transfers that
limit SPPM’s performance. Our work is inspired by these hardware weaknesses and then evolved into architectural support
for thread communications in multi-core processors. This paper addresses the following problems: increased communication
latency due to demand-based data transfers and increased data access latency due to capacity-based evictions.

In multi-core processors, a mechanism to exploit the cores’ proximity and allow fast communications between cores is
needed. At the hardware level, thread communications depend on cache coherence mechanisms, resulting in demand-based
data transfers. This may degrade performance for data-dependent threads due to the communication latency of requesting
data from a remote location, sending an invalidation request (if the data is to be modified), and delivering the data to the
destination. Previous research has shown the benefits of data forwarding to reduce communication latency in distributed
shared memory multiprocessors. Employing a similar data movement concept within the chip on multi-core processors will
extend the communications support offered by today’s multi-core processors, and result in reduced communication latency
and miss rates. Therefore, we present prepushing, which is a software controlled data forwarding technique to provide com-
munications support in multi-core processors [3]. The basic idea in prepushing is to send data to destination’s cache before it
is demanded, eliminating cache misses in the destination’s cache as well as reducing the coherence traffic on the bus.

Furthermore, the conventional capacity-based cache eviction approach that evicts cache lines from higher level caches to
lower levels depends on the capacity of the caches. When higher level caches are full, conflicting cache lines are evicted from
higher levels to lower levels based on a replacement algorithm. Thus, it is likely to find shared data in remote caches or main
memory because the data gets evicted to lower cache levels when higher levels are full. The location of the data has a crucial
effect on performance because it may vary depending on the cache sizes and application behavior. If the data requested by a
thread is found in the shared cache rather than a remote cache or main memory, the data access latency will be less and hence
it will take less time to deliver the data to the requesting thread resulting in performance improvement. To reduce data ac-
cess latency in multi-core processors with shared caches, we present a novel software controlled cache eviction technique in
hardware, called Software Controlled Eviction (SCE). The basic idea in SCE is to put shared data in shared caches so that it can
be found in a much closer location than remote caches or main memory.

In this paper, we focus on the interaction of software and hardware to improve the performance of multithreaded appli-
cations running on multi-core processors. So, we present two approaches to improve thread communications in multi-core
processors by eliminating demand-based data transfers. Then, we compare their performance behaviors to find out their
similarities and differences, and understand which approach should be used under what circumstances. The rest of the paper
is organized as follows: Section 2 describes our architectural techniques to improve communications support on multi-core
processors. Section 3 describes our benchmark applications and presents our performance estimation models. Section 4 pre-
sents the simulation results with a detailed analysis. Section 5 presents related studies by other researchers that aim to im-
prove the application performance on multi-core processors. Finally, Section 6 summarizes our contributions and outlines
future work to be done to further improve communications support on multi-core processors.

2. Thread communications approaches

Software and hardware techniques to exploit parallelism in multi-core processors are falling behind, even though the
number of cores per chip is increasing very rapidly. In conventional parallel programming, data parallelism is exploited
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by partitioning data and associated computation across multiple threads. This programming model is called Data Parallelism
Model (DPM). Even though this approach is easy to program, multiple threads may cause cache pollution as each thread
works on different data partitions. When each thread brings its data from memory to shared cache, conflict misses may oc-
cur. In addition, data communications among concurrent threads depend on cache coherence mechanisms because threads
communicate via shared caches or main memory. This approach results in demand-based data transfers, and hence the
requesting thread has to stall until the data is delivered, as there is likely insufficient out-of-order or speculative work avail-
able. Consequently, performance degradation occurs due to increased communication latency, data access latency, and miss
rates. In this section, we present two approaches to overcome these problems.

2.1. Prepushing

2.1.1. Motivation

In DPM, the number of conflict misses increases on multi-core processors with shared caches as each thread works on
different data partitions. Consequently, the memory interface becomes overburdened and performance degrades due to large
numbers of cache misses. A parallel execution approach, called Synchronized Pipelined Parallelism Model (SPPM), was intro-
duced to reduce the demand on the memory bus by restructuring applications into producer-consumer pairs that commu-
nicate through caches rather than main memory. First, the producer fetches data from the main memory and modifies it.
While the data is still in the cache, the consumer accesses it. This approach reduces or eliminates the consumer’s need to
fetch the data from the main memory, resulting in better performance. However, there are some hardware weaknesses that
limit SPPM’s performance and demand-based thread communications is one of them.

Data forwarding has been shown to reduce communication latency and miss rates, as discussed in Section 5. Previous
studies mostly involve distributed shared memory multiprocessors and directory cache coherence protocols. However, we
bring the data forwarding idea (i.e. sending data before it is requested) to today’s multi-core processors as a flexible and por-
table communications support for multithreaded applications. Prepushing, which is a software controlled data forwarding
technique, facilitates data transfers among threads [3]. It is flexible because the data transfers are specified using software
hints, and portable because it can be applied to any cache coherence protocol with minor changes.

Fig. 1 illustrates the execution behavior of a single producer-consumer pair in conventional demand-based approach and
prepushing. Conventionally, data is pulled by the consumer rather than pushed by the producer. Each data block consists of
several cache lines. As the consumer accesses a data block, it issues cache line requests and must wait or stall while each
block is retrieved from the remote cache. If each cache line is consumed in less time than it takes to get the next one, pre-
fetching will not be fully effective at masking the remote fetch latency. Furthermore, prior prefetched cache lines may still
have been in use by the producer, so a prefetcher may add to the coherence traffic overhead rather than reduce it. On the
other hand, prepushing allows the producer to send the data as soon as it is done with it. Therefore, the consumer receives
the data by the time it is needed. Consequently, the prepushing approach reduces the number of data requests, the number
of misses, and the communication latency seen by the consumer.

The attributes that define data transfers are categorized as prepush policy and placement policy. The prepush policy defines
the coherence state of prepushed cache lines, while the placement policy defines the location of prepushed cache lines to be
written. According to the prepush policy, data transfers can be done either in shared or in exclusive state. The placement pol-
icy states that a prepushed cache line can be written to either the L1 cache or the L2 cache. We consider MOESI cache coher-
ence protocol. In shared prepushing, the prepush policy is to send each cache line to the consumer in shared state as soon as it
is produced, while the producer’s cache line assumes owned state. This sharing behavior allows the producer to reuse the
data, if necessary. However, in exclusive prepushing, the prepush policy is to send each cache line to the consumer in exclusive
state as soon as the producer no longer needs it, thus invalidating it in the producer’s cache. This behavior is similar to migra-
tory sharing [4]. It improves performance when the consumer needs to write to the cache line, as it eliminates the invalidate
request to make the cache line exclusive.

P (o] P Cc
processing processing processing processing
previous block previous block
data ready request data data ready
receive request / send data \ receive data
cend datal.  —>|data needed (miss) ~»| data needed (hit)
receive data
v v 4 v
Conventional Approach Prepushing

Fig. 1. Execution behaviors.
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Fig. 2 shows the cache coherence behavior of a single producer-consumer pair, comparing the conventional approach
(CON) with shared prepushing (PUSH-S) and exclusive prepushing (PUSH-X). Initially, the producer’s read request changes
the coherence state of the cache line from invalid to exclusive. After the producer modifies the cache line, the coherence state
changes to modified. In the conventional approach, the consumer issues an explicit request to retrieve the cache line from the
producer’s cache. As the cache line will be read by other requesters, the producer’s copy becomes owned and the cache line is
sent to the consumer in shared state. When the consumer needs to modify the cache line, it has to send an invalidation mes-
sage to the producer so that the producer’s copy becomes invalid. The consumer’s copy then becomes modified. This execu-
tion behavior results in fewer requests in shared prepushing and exclusive prepushing. First, the consumer doesn’t incur any
cache misses because the cache line is found in its cache by the time it is needed. So, the consumer doesn’t need to issue any
explicit cache line requests. Second, there is no explicit invalidation message in exclusive prepushing because the cache line
is forwarded exclusively. Thus, the prepushing approach reduces the number of data requests, the number of misses, and the
communication latency seen by the consumer.

2.1.2. Implementation

To evaluate the prepushing approach, we extended GEMS [5] Ruby memory model, which is based on the Simics [6] full
system simulation platform. Each thread is assigned to a specific processor to prevent necessary data from being evicted from
the cache during context switches. Since simulations take place on a Solaris 9 platform, processor_bind function is used to as-
sign each thread to a specific processor. The implementation of the prepushing approach involves inserting software hints into
applications to assist the underlying hardware mechanism with data transfers. The underlying hardware mechanism consists
of a component, called prepusher, integrated with the cache controller. The prepusher’s algorithm is shown in Algorithm 1.
When the producer is done with a block of data, it signals the prepusher to initiate data movement by providing information
such as data block address, data block size, and destination. The following steps describe how prepushing takes place in Fig. 3.

Algorithm 1. Prepusher’s algorithm

translate virtualAddress to physicalAddress
while remainingBytes > cacheLineSize or remainingBytes > 0 do
if cache line request not issued by destination then
add cacheLineAddress to prepush queue
end if
remainingBytes—remainingBytes — cacheLineSize
compute next cacheLineAddress
end while

(1) When the producer is done with a block of data, it sends a signal to the prepusher so that the prepusher begins data
transfers.

(2) The prepusher gathers information about the request such as data block address, data block size, destination, and pre-
push type. Then, it determines which cache lines comprise the data block and calculates the physical address of each
cache line. If a request has not been issued for a cache line, the prepusher adds the cache line address to the tail of the
prepush queue.

P-Cache C-Cache P-Cache C-Cache P-Cache C-Cache
read read n read
write write E wﬂte
other read request push shared m ool n push exclusive data
other write E H write n B write
other write n m m
CON PUSH-S PUSH-X

Fig. 2. Cache coherence behaviors.
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Fig. 3. Prepushing steps.

(3) The cache controller reads the request at the head of the prepush queue and then accesses the L1 cache to retrieve the
cache line. The data transfers are done either in shared or in exclusive mode, based on the prepush request type.

(4) The cache line is prepushed to the L1 cache or the L2 cache of the consumer, depending on the prepushing model. On
the consumer side, if a tag exists for a particular prepushed cache line, it is directly written to the existing location.
Otherwise, it is written to a newly allocated location, which may require a cache line replacement.

We added new states, events, and actions to the cache controller to define the prepushing behavior. On the sender side,
the cache controller is responsible for forwarding cache lines according to the prepush policy. If there is a request in the pre-
push queue, the cache controller checks whether the cache line exists in the L1 cache or not. Then, it checks if the existing
cache line is in modified state, and triggers an event based on the request type. The cache line being in modified state means
that it has been recently written, in other words the sender thread is done with that cache line. If the cache line does not exist
in the L1 cache or exists in another state, the prepush operation is cancelled.

On the receiver side, the cache controller is responsible for retrieving cache lines according to the placement policy. If
there is any incoming cache line, the cache controller checks whether the cache line exists in the L1 cache or not. If it does,
it triggers an event based on the request type. Otherwise, the cache controller checks if there is any available space for the
cache line in the L1 cache. Then, a space is allocated for the prepushed cache line and an appropriate event is triggered. If
there is no space in the L1 cache, then the L2 cache is tried. If there is available space in the L2 cache, that means the con-
flicting cache line in the L1 cache must be moved to the L2 cache so that there is space for the prepushed cache line in the L1
cache. Otherwise, the conflicting cache line in the L2 cache must be written back to the main memory so that there is space
in the L2 cache.

The cache controller behaves similarly when it retrieves data prepushed to the L2 cache. Prepushed cache lines are writ-
ten to the L1 cache as long as there is available space. If there is no available space in the L1 cache, the cache controller checks
whether the cache line exists in the L2 cache or not. If it does, it triggers an event based on the request type. Otherwise, the
cache controller checks if there is any available space for the cache line in the L2 cache. Then, a space is allocated for the
prepushed cache line and an appropriate event is triggered. If there is no space in the L2 cache, then the conflicting cache
line in the L2 cache must be replaced and written back to the main memory.

2.2. Software controlled eviction

2.2.1. Motivation

Multi-core processors with three-level caches such as AMD’s Phenom processor have been recently introduced. In
such processors, the shared L3 cache acts as a buffer that keeps data and instructions other cores may have requested.
This allows other cores to access data and instructions more quickly than going out to main memory or other cores’
private caches. Thus, the location of shared data has a crucial effect on the performance of multithreaded applications
when running on multi-core processors with many cache levels. The optimum approach is to find the data in the local
L1 cache, which is provided by the prepushing approach. Prepushing addresses both communication latency and L1
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cache miss rates to improve performance. However, it may introduce drawbacks such as increased pressure on the L1
cache. To further improve thread communications on multi-core processors, we present a novel software controlled
hardware technique called Software Controlled Eviction (SCE) [7]. SCE puts shared data in the L3 cache; therefore, the data
needed by other threads is found in a much closer location rather than remote caches or main memory, resulting in
reduced data access latency.

Fig. 4 illustrates inter-core communications with the conventional approach and the SCE approach. The conventional
eviction approach is based on the capacity of the caches and evicts conflicting cache lines from higher level caches to lower
levels when higher level caches become full. This approach may degrade performance because it introduces the overhead of
fetching the data from remote caches or main memory. As illustrated in Fig. 4(a), inter-core communications take place via
cache-to-cache transfers or through main memory. The SCE approach, however, aims to improve performance by evicting
cache lines that will be needed by other threads to the L3 cache. Since the L3 cache is shared, the data can be found in a closer
location rather than the remote caches or main memory, resulting in reduced access latency. This approach also turns the L3
cache misses into L3 cache hits. Fig. 4(b) shows that inter-core communications do not involve fetching data from remote
caches or main memory as the shared data resides in the shared L3 cache.

2.2.2. Implementation

Implementing SCE approach involves inserting software hints into applications to assist the underlying hardware mech-
anism with cache line evictions. In the applications, each thread is assigned to a specific processor to prevent necessary data
from being evicted from the cache during context switches. SCE is software controlled in that the sender thread notifies the
eviction manager so that it starts evicting cache lines to the L3 cache. To explore the behavior of the SCE approach, we mod-
ified GEMS Ruby memory model and added an eviction manager as a hardware component integrated with the cache con-
troller. The eviction manager’s algorithm is shown in Algorithm 2.

Algorithm 2. Eviction Manager’s algorithm

translate virtualAddress to physicalAddress
while remainingBytes > cachelLineSize or remainingBytes >0 do
if cache line not requested then
add cacheLineAddress to eviction queue
end if
remainingBytes«—remainingBytes — cacheLineSize
compute next cacheLineAddress
end while

Similar to the prepushing approach, when the producer is done with a block of data, it signals the eviction manager
to initiate cache line evictions by providing information such as data block address and data block size. Upon receiving
a signal from the application, the eviction manager determines the physical address of the base cache line in the re-
quested data block. There is a queue, called eviction queue, associated with the eviction manager that contains informa-
tion about data that will be evicted from the local L1 cache to the L3 cache. As long as there is data to be transferred,
the eviction manager adds the cache line address to the eviction queue, if it has not been requested. The cache con-
troller is then responsible for cache line evictions. We added new states, events, and actions to the cache controller to
define the prepushing behavior. Algorithm 3 presents the cache controller’s algorithm that evicts cache lines from the
L1 cache. If there is a request in the eviction queue, the cache controller checks whether the cache line exists in the L1
cache or not. If it does, the cache controller checks if the existing cache line is in modified state, and then triggers an
eviction event. If the cache line does not exist in the L1 cache or exists in another state, the eviction process is
cancelled.

Algorithm 3. Cache Controller - Evict from L1 Cache

while eviction-queue not empty do
if evictedCachelLine exists in L1 cache then
if state (evictedCacheLine) = modified then
trigger eviction event
else
cancel eviction {invalid state}
end if
else
cancel eviction {cache line not present}
end if
end while
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Fig. 4. Comparison of inter-core communications.

Furthermore, the cache controller is responsible for retrieving evicted cache lines in the L3 cache. If there is any incoming
cache line, the cache controller checks if it exists in the L3 cache. If so, it triggers an event to write the cache line to the L3
cache. Otherwise, the cache controller checks if there is any available space for the cache line in the L3 cache. Then, a space is
allocated for the evicted cache line and an event is triggered to write the cache line. If there is no space in the L3 cache, the
conflicting cache line in the L3 cache must be written back to the main memory to make room.

2.3. Race conditions

Since both approaches forward data to the destination before it is demanded, it is likely to run into race conditions. There-
fore, the prepushing and SCE implementations consider the following race conditions and take actions accordingly.

(1) An explicit cache line is requested before it is forwarded to the destination. After the cache line address is calculated, the
request table is searched to see if the corresponding cache line has been explicitly requested. If so, prepushing or evic-
tion of that cache line gets cancelled. If this condition is not handled, the cache line will be sent to the remote cache,
incurring extra network traffic.

(2) An explicit cache line is requested after it is forwarded to the destination. On the destination side, a cache line is accepted
if it has not already been requested. When the destination issues a cache line request, the cache controller changes the
coherence state of the cache line to an intermediate state. Therefore, it is possible to find out whether the cache line
has been requested or not. If this race condition is not handled, the cache line will be written to the cache twice, incur-
ring extra overhead.

(3) A dirty cache line is explicitly requested after it is forwarded to the destination. If the source has the only copy of a dirty
cache line, exclusive prepushing or eviction of such a cache line invalidates the only copy in the system. To avoid such
race conditions, the synchronization window between the producer and consumer is adjusted to be larger in exclusive
prepushing.

2.4. Hardware realization

The two proposed architecture optimizations can be implemented via a memory mapped interface with a dedicated
memory region for communications support among cores on the chip. This space only exists on the processor and the ad-
dresses will never be seen on an external bus. The implementations of Prepushing and Software Controlled Eviction (SCE) in-
volve modifications to cache controllers. The prepushing and SCE behaviors should be defined in the cache controllers by
adding new states and events. Since the applications will be modified to notify the underlying hardware mechanism (i.e.
prepusher and eviction manager) to begin data transfers, a mechanism to inform the processor core of these notifications
will be necessary. Rather than adding new instructions to the ISA, this can be done by using the memory mapped interface.
So, the applications should write to dedicated memory locations to notify each processor core of data transfers. This memory
mapped interface can be implemented to support one-to-one, one-to-many, and one-to-all mappings, such that a single pro-
cessor core, many processor cores, or all processor cores are notified when a particular memory location is written. For exam-
ple, when sending a signal to only one processor core, the memory location associated with it should be accessed. To notify
many processor cores, the memory location associated with all destination cores should be accessed.

3. Performance estimation
3.1. Benchmarks

This section describes several applications used as benchmarks for the performance analysis of prepushing and SCE. Each
application has different characteristics that make it possible to isolate the memory behavior in a variety of situations on
multi-core processors. All of the benchmarks use SPPM programming model, such that the producer fetches data it needs
from the main memory, generates its results, and updates the data in the cache. While the data is still in the cache, the
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consumer fetches and uses the data. The producer and consumer are synchronized to prevent the producer from getting far
ahead of the consumer. As discussed earlier, prepushing and SCE implementations include inserting software hints into
applications.

3.1.1. ARC4 stream cipher

ARC4 stream cipher (ARC4) is the Alleged RC4, a stream cipher commonly used in protocols such as Secure Sockets Layer
(SSL) for data security on the Internet and Wired Equivalent Privacy (WEP) in wireless networks. The encryption process uses
a secret user key in a key scheduling algorithm to initialize internal state, which is used by a pseudo-random number gen-
erator to generate a keystream of pseudo-random bits. Because the generation of each byte of the keystream is dependent on
the previous internal state, the process is inherently sequential, and thus non-parallelizable using conventional data paral-
lelism models. By treating the keystream generation and the production of ciphertext as producer and consumer, we exploit
the inherent concurrency. The data access pattern is a write followed by a remote read as the producer writes to the shared
data and the consumer reads from the shared data.

3.1.2. Finite-difference time-domain method

The Finite-Difference Time-Domain (FDTD) method is an extremely memory-intensive electromagnetic simulation [8]. It
uses six three-dimensional arrays, three of which constitute the electric field and the other three constitute the magnetic
field. During each time step, the magnetic field components are updated using values of the electric field components from
the previous time step. This is followed by an update of the electric field components using values of the magnetic field com-
ponents computed in the current time step. The FDTD application is restructured into a single producer-consumer pair such
that the producer does the magnetic field update while the consumer does the electric field update. The data access pattern
is a write followed by a remote read for magnetic field components, and a read followed by a remote write for electric field
components.

3.1.3. Ping pong benchmark

The Ping Pong benchmark (PPG) is a simple benchmark that pingpongs data between two threads back and forth in a
number of iterations. The threads can be assigned to read from or write to the shared data, which is partitioned into blocks.
The PPG benchmark is primarily used in evaluating the prepushing and SCE approaches because it is simple and hence esti-
mating the data accesses is straightforward. The producer processes a data block and issues a command to notify the prep-
usher or eviction manager to start data transfers. The consumer can be configured to either read from or write to the data.

3.1.4. Red black equation solver

The Red Black equation solver (RB) solves a partial differential equation using a finite differencing method [9]. It works on
a two-dimensional grid, where each point is updated by combining its present value with those of its four neighbors. To
avoid dependences, alternate points are labeled red or black, and only one type is updated at a time. All the points are up-
dated until convergence is reached. The application is restructured into a single producer-consumer pair such that the pro-
ducer does the red computation while the consumer does the black computation. The data access pattern is a write followed
by a remote write, as both the producer and consumer write to the data.

3.2. Prepushing

This section discusses a performance estimation model for the prepushing approach and focuses on the PPG benchmark
as an example. In the PPG benchmark, the data size and block size are given by the user. The block size determines the num-
ber of blocks processed during execution. Egs. 1 and 2 show how the number of blocks and the number of cache lines are
calculated, respectively. Given a block size of 32 KB and a cache line size of 64 B, Table 1 shows the number of blocks
and the number of cache lines for a given set of data sizes. Eq. 3 shows how to calculate the number of cache lines per block.
The number of cache lines per block is 512 in all cases.

Np = 5, (1)
Sp

N Sy 2)
Sp

Ncg = —, 3

as =32, o

Naccess = I + Np * Neig, (4)

where I is number of iterations, Ng.c.ss is number of accesses to cache lines, Ng is number of blocks, N5 is number of cache
lines per block, Sp is size of data, S is size of blocks, S¢; is size of cache lines.

Using this information, the number of cache line accesses for iterations I can be calculated as shown in Eq. 4. To analyze
the execution behavior of the conventional approach and the prepushing approach, the number of cache line accesses is cal-
culated. Then, the execution behavior of the PPG benchmark is considered to estimate the number of cache misses for each
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Table 1
PPG blocks and cache lines.
Data size (K) Blocks Cache lines
32 1 512
256 8 4,096
512 16 8,192
1024 32 16,384

approach. The PPG benchmark is evaluated using shared prepushing when the producer writes to and the consumer reads
from the shared data because shared prepushing leaves the prepushed data in shared state, allowing the consumer to re-use
the data, as necessary. However, when both the producer and consumer write to the shared data, the PPG benchmark is eval-
uated using exclusive prepushing. The conventional data transfers are demand-based, so if a cache line does not exist in local
caches it will be requested from remote caches or main memory.

In the PPG benchmark, when the producer writes to and the consumer reads from the shared data, the producer will miss
the data in its L1 cache only in the first iteration (cold misses) as long as the data fits in the L1 cache. When the data does not
fit in the L1 cache, the producer will miss in every iteration. Regardless of the data size, the consumer will miss the data in
every iteration because the producer will request the data exclusively, invalidating the consumer’s copy. However, the
shared prepushing approach sends data in shared state to the destination. So, it is estimated that the producer’s L1 cache
misses will be the same as in the conventional approach, but the consumer will only incur cold misses when data is prepu-
shed to the L1 cache. There will not be any difference when the data is prepushed to the L2 cache. In the conventional ap-
proach, when both the producer and consumer write to the shared data, the only difference is that the producer will miss the
data in every iteration because the consumer will request the data exclusively in every iteration, invalidating the producer’s
copy. There is no decrease in L1 cache misses when the data is prepushed to the L2 cache.

When the producer does not find the data in its L1 cache, it will look for it in the L2 cache. In the prepushing approach, the
producer’s L2 misses will be the same as in the conventional approach. As for the consumer, it is estimated that there will not
be any L2 cache misses in shared prepushing and exclusive prepushing. When the data is prepushed to the L1 cache, the
consumer will not need to look for the data in the L2 cache as it will be readily available in the L1 cache. In addition, when
the data is prepushed to the L2 cache, there will not be any L2 cache misses because the data will be found in the L2 cache.
On a multi-core system with 64 KB L1 cache and 1 MB L2 cache, where each data size fits in each cache level, our experiment
showed that the actual results were very close to the estimated results, stating that the shared prepushing approach worked
as expected.

This section continues with estimating and evaluating the effectiveness of the prepusher. To avoid the race conditions
discussed earlier, the prepusher checks the request table to see if the consumer has explicitly requested a cache line, before
pushing it to the consumer. If so, the prepusher cancels the prepushing of that particular cache line. It is important to find out
the effectiveness of the prepushing approach by comparing the ideal prepushed cache lines to the actual prepushed cache
lines. To estimate the ideal prepushed cache lines, Eqs. 1 and 3 are used to calculate the number of blocks and the number
of cache lines per block, respectively. Then, the number of prepushed cache lines, Npg, which is the number of cache line
accesses is calculated using Eq. 4.

In simulations, prepushed cache lines are recorded to see the effectiveness of the prepusher. Table 2 and 3 show the effec-
tiveness of the prepusher in multi-core processors with private caches (MPC) and shared caches (MSC), respectively. The
ideal represents the maximum number of cache lines that can be prepushed during simulation (Npc;), while the others rep-
resent the actual number of cache lines that were prepushed in each model. The results show that the prepusher works very
effectively in all cases, almost achieving the ideal outcome.

3.3. Software controlled eviction
This section discusses a performance estimation model for the SCE approach, which is similar to that of the prepushing

approach. It uses the PPG benchmark as an example. To analyze the execution behavior of the conventional eviction ap-
proach and the SCE approach, Eq. 4 is used to calculate the number of cache line accesses during execution. The conventional

Table 2
Effectiveness of the Prepusher - MPC (ideal vs. actual).
IDEAL PUSH-S-L1 PUSH-X-L1 PUSH-S-L2 PUSH-X-L2

ARC4 (10) 163,840 163,524 163,552 163,680 163,680
ARC4 (50) 819,200 818,272 818,272 818,017 818,171
FDTD (20) 64,152 63,500 62,811 63,500 62,351
FDTD (30) 206,976 204,746 203,833 204,746 203,012
FDTD (40) 476,520 473,828 473,814 473,828 473,814
RB (200) 191,900 186,387 191,012 186,387 191,012

RB (400) 864,300 864,299 864,300 864,300 864,300
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Table 3
Effectiveness of the Prepusher - MSC (ideal vs. actual).
IDEAL PUSH-S-L1 PUSH-X-L1 PUSH-X-L2
ARC4 (10) 163,840 163,760 163,800 163,800
ARC4 (50) 819,200 818,170 818,183 818,183
FDTD (20) 64,152 63,534 64,100 64,100
FDTD (30) 206,976 204,372 204,820 205,324
FDTD (40) 476,520 474,601 474,825 475,800
RB (200) 191,900 191,768 191,900 191,900
RB (400) 864,300 864,235 864,300 864,300
Table 4
Effectiveness of the eviction manager (ideal vs. actual).
IDEAL SCE

ARC4 (1) 16,384 16,383

ARC4 (2) 32,768 32,538

ARC4 (4) 65,536 65,508

FDTD (20) 64,152 63,500

FDTD (30) 206,976 203,748

FDTD (40) 476,520 475,952

RB (200) 191,900 191,012

RB (400) 864,300 863,200

RB (600) 2,076,900 2,075,899

eviction approach evicts cache lines to lower cache levels when upper level caches are full. However, the SCE approach inval-
idates cache lines and sends them exclusively to the destination. Therefore, it is estimated that the producer will miss the
data in its L1 cache in every iteration. The consumer will also miss in every iteration because the producer will request the
data exclusively in every iteration, invalidating the consumer’s copy.

In the conventional approach, when both the producer and consumer write to the shared data, the only difference is that
the producer will miss the data in every iteration. The consumer will request the data exclusively in every iteration, inval-
idating the producer’s copy. When the producer does not find the data in its L1 cache, it will look for it in the L3 cache. If the
data is not in the L3 cache, then it will be profiled as an L3 miss. In the SCE approach, the producer’s L3 misses will be the
same as in the conventional approach. However, the consumer will not miss in the L3 cache because it will always find what
is looking for. We experimented on a multi-core system with 64 KB L1 cache, 512 KB L2 cache, and 2 MB L3 cache, where
each cache level was big enough to fit each data size. Our experiment showed that the actual results were very close to
the estimated results, stating that the SCE approach worked as expected.

In order to further see the performance improvement of the SCE approach, the consumer’s average memory access time is
estimated. In the conventional approach, the consumer always misses in the L1 cache because the data gets invalidated by
the producer. Moreover, the consumer never hits the data in the L3 cache. Considering a multi-core system with L1 cache of
3-cycle latency, L2 cache of 12-cycle latency, L3 cache of 30-cycle latency, and main memory of 120-cycle latency, this
behavior results in an average memory access time of 165 cycles for the consumer as shown in Eq. 5. The improvement
in the SCE approach is that there is no need to fetch the data from the memory as it resides in the L3 cache. Therefore,
the average memory access time becomes 45 cycles as shown in Eq. 6.

Memory access time = Hit time + Miss rate = Miss penalty =3 + 1% 12 +1%30+ 120 = 165. (5)

Memory access time = Hit time + Miss rate « Miss penalty =3 + 1% 12 +1 %30 = 45. (6)

This section continues with estimating and evaluating the effectiveness of the eviction manager. To avoid the race conditions
discussed earlier, the eviction manager checks the request table to see if the corresponding cache line has been explicitly
requested. If so, eviction of that cache line gets cancelled. To find out the effectiveness of the SCE approach, the ideal evicted
cache lines are compared to the actual evicted cache lines. The number of evicted cache lines, Ngc;, which is the number of
cache line accesses, is calculated using Eq. 4. Actual evicted cache lines are recorded in simulations. Table 4 shows the ideal
and actual evicted cache lines. The ideal represents the maximum number of cache lines that can be evicted during simu-
lation (Ngq). The results show that the eviction manager works very effectively in all cases, almost achieving the ideal
outcome.

4. Performance evaluation

In order to show the performance of cache management instructions available on today’s multi-core processors, we mod-
ified PPG benchmark and inserted prefetch instructions to the consumer’s code using Intel’s PREFETCHTO instruction. Before
accessing cache lines in every iteration, the cache lines are prefetched so that they will be available in the consumer’s cache.
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We also inserted cache flush instructions to the producer’s code using Intel’s CLFLUSH instruction. After the producer is done
in every iteration, the cache lines are flushed to the main memory. These experiments were carried out on a system with
2.16 GHz Intel Core 2 Duo processor, 4 MB L2 cache, and 1 GB main memory. Fig. 5 shows PPG user times for various data
sizes. The system times are not relevant as the application does not do any I/O. “CON” refers to the base model without any
cache flush instructions, while “PREFETCH” refers to the one with prefetch instructions and “FLUSH” refers to the one with
cache flush instructions. There is a 7-11% increase in user time when prefetch instructions are used. This is because the pro-
ducer and consumer both modify cache lines, and prefetching cannot effectively bring cache lines to the consumer’s cache as
they are still in use in the producer’s cache. Ineffectiveness of prefetch instructions clearly shows that prefetching cannot
help in multithreaded applications with tightly synchronized threads and there is a need for prepushing to improve perfor-
mance. Furthermore, there is a 6-10% increase in user time when cache flush instructions are used. Thus, the cache manage-
ment instructions (e.g. CLFLUSH in Intel architectures) that flush cache lines from caches to main memory are inadequate
because flushing to off-chip main memory incurs extra overhead when tightly synchronized threads try to fetch the same
data iteratively.

To compare the performance of prepushing and SCE, we used GEMS Ruby memory model as our simulation platform,
which uses an in-order processor model. We also implemented prepushing on multi-core processors with three-level caches.
The simulated system is a 2 GHz dual-processor SPARC machine with private 64 KB L1 caches, private 512 KB L2 caches, and
shared 2 MB L3 cache. The prepush and eviction latencies used in our simulations include the latency to fetch the data from
the L1 cache and the latency to transfer the data to the destination cache. Table 5 summarizes our simulation environment.
Normalization was the best choice to present our results, since the data size and workload in each benchmark differed
remarkably. Thus, all the results shown in the graphs are normalized to the conventional approach. CON stands for the con-
ventional approach, SCE stands for software controlled eviction, PUSH-S stands for shared prepushing, and PUSH-X stands for
exclusive prepushing. We compare these approaches based on execution time, cache misses, data requests from other ca-
ches, and cache pressure.

Fig. 6 shows the normalized execution times of all the benchmarks. The execution time is reduced by 9-12% in ARC4,
18-28% in FDTD, and 13-42% in RB. PUSH-S does not perform as good as SCE and PUSH-X because PUSH-S forwards data
in shared state resulting in explicit requests from the consumer to make its data exclusive. The consumer’s exclusive data
requests can be seen in Fig. 11. In general, the execution time improvement depends on the application behavior, especially
on how tight the threads are synchronized and the amount of data accessed per iteration.

The consumer’s normalized L1 data cache misses are shown in Fig. 7. As expected, there is no decrease in L1 cache misses
with SCE because SCE puts shared data in the shared L3 cache rather than the private L1 cache. Thus, the consumer still in-
curs L1 cache misses as many as in the conventional approach. PUSH-S and PUSH-X show a significant decrease of 17% in
ARC4, 74-80% in FDTD, and 96-98% in RB.

The consumer’s normalized L3 cache misses are shown in Fig. 8. ARC4’s L3 cache misses are reduced by 17%. There is not
much reduction in ARC4’s L3 cache misses because each thread works on two streams to allow the producer and consumer
to execute concurrently, and hence each thread incurs a lot of capacity misses that cannot be improved. FDTD shows a
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Fig. 5. Pingpong benchmark user time.

Table 5

Simulation environment.
CPU 2 GHz, UltraSPARC III + processors
L1 Cache 64 KB, 2-way associative, 3 cycles
L2 Cache 512 KB, 8-way associative, 12 cycles
L3 Cache 2 MB, 32-way associative, 30 cycles
Cache line size 64 B
Main memory 4 GB, 120 cycles

Operating system Solaris 9
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Fig. 8. Normalized L3 cache misses.

reduction of 38-40% with smaller arrays and 79-83% with larger arrays. The difference is because the smaller arrays reside in
upper level caches and hence there is not as many L3 cache misses to be eliminated as with the larger arrays. RB’s L3 cache
misses are reduced by 96-98% in SCE and PUSH-X, while 49-51% in PUSH-S. The difference is due to the explicit requests
issued by the consumer to make its data exclusive.

Fig. 9 illustrates the producer’s and consumer’s combined data requests from the L3 cache. ARC4 shows an improvement
of 9-10%, while FDTD and RB show an improvement of 21-46%. The data requests in SCE are slightly more than those in
PUSH-S and PUSH-X because SCE puts shared data in the L3 cache and hence the requested data needs to be fetched from
the L3 cache rather than upper cache levels. Furthermore, the data requests in PUSH-S are slightly more than those in PUSH-X
because PUSH-S forwards data in shared state resulting in explicit data requests to make the data exclusive.

The consumer’s shared data requests from the producer’s cache are illustrated in Fig. 10 . In ARC4, there is a decrease of
25%. However, FDTD and RB show much better improvement due to the data access patterns of the applications. In ARC4, the
consumer reads the shared data and in RB the consumer writes to the shared data. The consumer both reads and writes to
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Fig. 9. Data requests from L3 cache.
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Fig. 10. Consumer’s shared data requests from producer’s cache.

the shared data in FDTD. So, FDTD shows a reduction of 75-96% and RB shows a reduction of 96-98%. PUSH-S already for-
wards data in shared state to the consumer’s cache and hence the consumer does not need to issue shared data requests
to the producer’s cache. In SCE, the data that will be needed by the consumer is exclusively available in the L3 cache.
Therefore, the consumer does not need to issue shared data requests. When PUSH-X is used, the data is forwarded in exclu-
sive state to the consumer’s cache. So, there is no need to request the data in shared state.

Fig. 11 illustrates the consumer’s exclusive data requests from the producer’s cache. There is a reduction of 2-5% in ARC4,
while the improvements in FDTD and RB are much better. FDTD shows a reduction of 2-96% and RB shows a reduction of
28-99%. As expected, PUSH-S is not as effective as SCE and PUSH-X because PUSH-S forwards the data in shared state
and when the consumer needs to modify the data, it has to issue explicit data requests to make its copy exclusive.

Fig. 12 shows the pressure on the consumer’s cache. In other words, it shows the increase in the number of cache events
that move data from the L1 cache to the L2 cache. As expected, there is no change in SCE because the data is put into the
shared L3 cache without affecting the consumer’s cache. However, PUSH-S and PUSH-X show an increase of 1-6% in the
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Fig. 11. Consumer’s exclusive data requests from producer’s cache.
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Fig. 12. Pressure on consumer’s cache.

number of cache events that move data from the L1 cache to the L2 cache. This behavior does not affect the performance as
the data immediately needed by the consumer can be found in its L1 cache.

To sum up, both prepushing and SCE offer the same improvement in terms of execution time. However, SCE does not con-
tribute to a decrease in L1 misses but prepushing significantly reduces L1 misses. So, when running applications with small
data sizes that fit in upper level caches (i.e. L1/L2 cache), prepushing will be more effective because the required data will be
found in the destination’s cache without putting too much pressure on the destination’s cache. When running applications
with large data sizes that fit in lower level caches (i.e. L3 cache), SCE will be more effective because the shared data will be
found in the shared cache without putting any pressure on the destination’s cache. If prepushing is used with large data
sizes, there will be increased pressure on the destination’s cache. In other metrics, SCE and exclusive prepushing behave sim-
ilarly, while shared prepushing does not perform as good due to exclusive data requests issued from the consumer to the
producer. Thus, shared prepushing is more effective for data access patterns with writes followed by remote reads, while
SCE and exclusive prepushing are more effective for data access patterns with writes followed by remote writes.

5. Related work

There have been many studies to improve application performance in multiprocessor systems. Data forwarding has been
studied to reduce miss rates and communication latencies on distributed shared memory multiprocessors. The prepushing
approach was inspired by the effectiveness of data forwarding on large-scale multiprocessors, and designed for small-scale
multi-core processors considering flexibility and portability in mind. The Stanford Dash Multiprocessor [10] provides oper-
ations update-write and deliver that allow the producer to send data directly to consumers. The update-write operation sends
data to all processors that have the data in their caches, while the deliver operation sends the data to specified processors.
The KSR1 [11] provides programmers with a poststore operation that causes a copy of an updated variable to be sent to all
caches. The experimental study of the poststore is presented in [12]. A compiler algorithm framework for data forwarding is
presented in [13]. Write-and-Forward assembly instruction is inserted by the compiler replacing ordinary write instructions.
The same data forwarding approach and prefetching are compared in [14]. A study on data forwarding and prefetching
shows that prefetching is insufficient for producer-consumer sharing patterns and migratory sharing patterns [15]. A range
of consumer- and producer-initiated mechanisms and their performance is studied in [16]. Store-ORDered Streams (SORDS)
[17] is a memory streaming approach to send data from producers to consumers in distributed shared memory
multiprocessors.

Cachier [18] is a tool that automatically inserts annotations into programs by using both dynamic information obtained
from a program execution trace, as well as static information obtained from program analysis. The annotations can be read
by a programmer to help reasoning about communication in the program, as well as by a memory system to improve the
program’s performance. The annotations provided by Cachier do not include flushing data from private caches to shared ca-
ches as in the SCE approach. There are only directives to inform the memory system when it should invalidate cache blocks.
Helper threading has been studied to reduce miss rates and improve performance on multi-core processors [19-22]. The aim
is to accelerate single-threaded applications running on multi-core processors by spawning helper threads to perform pre-
execution. The helper threads run ahead of the main thread and execute parts of the code that are likely to incur cache
misses. These approaches cause extra work and may result in low resource utilization. Rather than improving a single
thread’s performance, the prepushing and SCE approaches aim to improve multiple threads’ performance by providing an
efficient communications mechanism among threads. Furthermore, the memory/cache contention problem among concur-
rent threads in multi-core processors has been addressed in several studies [23-25]. When the number of threads running on
a multi-core platform increases, the contention problem for shared resources arises.

CMP-NuRapid [26] is a special cache designed to improve data sharing in multi-core processors. The three main ideas pre-
sented are controlled replication, in situ communication, and capacity stealing. Controlled replication is for read-only
sharing and tries to place copies close to requesters, but avoids extra copies in some cases and obtains the data from an
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already-existing on-chip copy at the cost of some extra latency. In-situ communication is for read-write sharing and tries to
eliminate coherence misses by providing access to the data without making copies. Capacity stealing enables a core to mi-
grate its less frequently accessed data to unused frames in neighboring caches with less capacity demand. Cooperative Cach-
ing [27] is a hardware approach to create a globally-managed, shared cache via the cooperation of private caches. It uses
remote L2 caches to hold and serve data that would generally not fit in the local L2 cache, if there is space available in remote
L2 caches. This approach eliminates off-chip accesses and improves average access latency.

6. Conclusion

In this paper, we presented two architectural optimizations to improve communications support in multi-core proces-
sors. Our techniques combine hardware and software approaches to exploit the locality between processor cores to provide
high performance communications between threads. Current processors rely on slow, high-latency cache coherence mech-
anisms, which quickly become bottlenecks. Our techniques use software hints with supporting communications hardware to
proactively move data to the cache where it will be needed before it is accessed. This converts high cost demand-based cache
line fetches into cache hits, and hence greatly improved performance. Our thread communications approaches employ
prepushing and eviction to improve the performance of multithreaded applications running on multi-core processors. Simu-
lation results show that both approaches offer the same improvement in terms of execution time, however, they perform
differently in terms of cache misses and data requests. Our evaluation exposes the differences of these approaches and al-
lows system designers to select an approach for specific benefits.

Since both Prepushing and Software Controlled Eviction (SCE) offer the same improvement in terms of execution time, it is
important to understand their similarities and differences in order to obtain the best performance. SCE does not contribute to
a decrease in L1 cache misses, while prepushing significantly reduces L1 cache misses. So, when running applications with
small data sizes that fit in upper level caches (i.e. L1/L2 cache), prepushing will be more effective because the required data
will be found in the destination’s cache without putting too much pressure on the destination’s cache. When running appli-
cations with large data sizes that fit in lower level caches (i.e. L3 cache), SCE will be more effective because the shared data
will be found in the shared cache without putting any pressure on the destination’s cache. If prepushing is used with large
data sizes, there will be increased pressure on the destination’s cache. SCE and exclusive prepushing behave similarly in
reducing L3 cache misses, while shared prepushing does not perform as good as the others due to exclusive data requests.
So, applications that have data access patterns with writes followed by remote writes should employ SCE or exclusive prepu-
shing. Shared prepushing should be used for applications that have data access patterns with writes followed by remote
reads.

The hardware implementations of prepushing and SCE will involve modifications to cache controllers. The prepushing
and SCE behaviors should be defined in the cache controllers by adding new states and events. Since the applications will
be modified to notify the underlying hardware mechanism to begin data transfers, a mechanism to inform the processor core
of these notifications will be necessary. Rather than adding new instructions to the ISA, this can be done by using a memory
mapped interface such that there is a dedicated memory region for communications support among processor cores on the
chip. This memory region should be non-cacheable to prevent any interference with user applications. Furthermore, the pro-
cess of parallelizing applications using SPPM should be simplified. We are designing a software infrastructure to support
exploiting parallelism and managing synchronization. This will allow programmers to avoid tedious hand coding and con-
centrate on the functional aspects of their applications. Efforts are also underway to enhance SPPM for scalability when more
processor cores are available for use. The eventual goal of this research is to augment parallelizing compilers to identify and
exploit SPPM-style parallelism in suitable applications. To further improve synchronization and communications support on
multi-core processors, we will investigate architecture optimizations for applications with different data access patterns and
execution behaviors. We will also look into a hardware buffer implementation to store prepushed or evicted data that will
relieve the pressure on caches.
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