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Abstract. In opposition to the traditional approaches reactivesystems in which the atomicity aftions is
assumed, théehaviouralparadigm dealsvith durativeactions [9,10] inthe sense that the results ofgaven
action can interferewith other concurrentlyexecuting ones. Thiparadigmis, in its essence, &oordination
model[6], which impliesthat theaspects ottoordinationandcomputationare separated.This coordination is
achieved through the use of guards, among otberdinationprimitives, that definenot only the situations in
which a givenaction is desiredbut also the ones in whidks resultscan become obsolete. In thigaper we
present a coordinatiomodel forbehavioural programs irwhich a givenaction can be consideredbsolete not
only at the time it finishes bulso during its execution. Thixhange inthe semantics of thpost-guard
prevents the time-warp effect of obsolete actitimreforeallowing to simplify programs. Weuse atemporal
logic where actions play a role to define an axiomatic semantics for behavioural programs.
Keywords:Durative actions, interference, coordination, contexts, temporal logic

1. Introduction

The behavioural paradigm developed in in which an already "locally-executeditction
[9,10] for  supporting  multiprocessor is acceptable (may update the system state).
computing was presented in [6] as a The interface between the global space
coordination model for controlling the of the system and the local space in which
execution of durative actions, i.eactions each action executes is made through two
which, although executed atomically on a atomic operations ofoading — reading (part
private local state, have a duration in the senseof) the global space — andischarging —
that the system state in which thdinish updating (part of) the global space. The parts
executing is not necessarily the same in which of the global space that are read amdtten,
they started due to the interference aiher for each action, are defined hyvo lists of

concurrently executed actions. attributes: the loading and thdischarging
In the proposed framework, eaelestion lists, respectively.

of a behavioural programhastwo associated Like in (more) traditionalcoordination

guards. On the one hand, me-guard that languages|[1,2,3,4], the coordination model

characterizes the states of the system in whichpresented in [6] is responsible foontrolling

the action is desirable. As long as there are the interference between the actions and is
free processors, all actions that should be independent from the computation model in
launched are launched regardless of any which actions execute. That is say, itdoes
possible future conflict. Conflicts are resolved not really matter if the computations

at acceptance time. This is achiewbdough a performed locally by the actions are
post-guardthat characterises the syststates programmed in a, say, imperative or

functional style.



In the present paper we propose a
coordination model for behaviourglrograms
where the semantics of thmst-guard is of a
continuation guard instead of amacceptance
one. Because actions are durative, ¢fhebal
state of the system maghange during the
execution of a given action due to the
completion of other concurrentlgxecuting
actions. The models we present here lzased
in computations or runs in which thgost-
guards of actions must hold durintheir
whole execution, thais, the post-guard of a
given action must hold in all system states that
are established while thaaction is being
executed.

This change brings a simplification for
behavioural programs because the timarp
caused by "lazy"executed actions is no
longer a problem.

When the semantics of ttpost-guard is
of an acceptance guaind,7], it is evaluated
(over the system state) only when taetion
finishes local execution. Duringaction
execution the need for that kind of action can
cease and then begin once again (due to

expressions is used to express foemulas
for the axiomatic semantics.

2. Coordination
behavioural paradigm

We formalize the notion ofC_behavioural
program for agiven signature ©=(At, Ac)
where At defines the set of attribusymbols
and Ac defines the set of actiosymbols
(equipped with two mappingsL,D: Ac-2

providing, for each action [gAc, its loading
(Ly) anddischarging(D,) lists of attributes).

We denote byL(At) the propositional
language ofstate formulas— S ::= ph S|
S,0S, (pOAt) — defined over At and use it to
express guards.

The behavioural paradigm is not
characterized by a specific syntax for its
programsbut, instead, by a set of primitives
aiming at coordinating the interference
between durative actions. The restrictions, or
assumptions, on the nature of tleguages
that can be used fggrogramming individual
actions, constitute what we call
programming context Contexts allow us to

in the

a

changes in the state of the system caused bygefine the semantics in a parameterizeal,

the discharging of other concurrently
executing actions). If the post-guard tizie
when the action finishes local executitinen
the action is accepted, no matter what went on
in the system in the meanwhilérograms
have to be specified in order to prevdary
actions from modifying thesystem statevith
obsolete values, therefore becomingmore
complicated.

The semantics we present here for the
post-guard (of a continuation guard) prevents
this, insofar as late actions would never try to
discharge their results because they would
abort execution as soon as tkentinuation
guard that defines their usefulnebscomes
false.

The behavioural paradigm proposed in
[9,10] waspresented in [6] as aoordination
model for reactiveprograms with durative
actions and a suitable operational semantics
was given.

We now present the models and an
axiomatic  semantics  for behavioural
programs  with continuation  guards
(abbreviated toC_behavioural progranter
simplicity).  Models are  built from
computations of durative transition systems
[6,7]; a temporal logic extendedith action

obtaining the independencéetween the
models of computation and coordination at
the formal level.

Definition 2.1: An operational context
for a signature®@=(Ac,At) consists of goair
To=({PLglg0AC}, {(l 4,dy, ¢)[g0AC}) Where,

PL, is a programming languagever a
collection AtlJAt of (local) attributes;

Il and ¢ give semantics to thiwading
and discharging operations; J picks
part of the system state (the one
defined by the loading list) andeturns

a local state; gdpicks a local state and
returns part of the system state (the one
defined by the discharging list);

g is an operational semantics for
commands in language BLit picks a
PLy; command and a locastate and
returns a local state *

A C_behavioural program is defineavith
respect to a given context:

Definition 2.2: A C_behavioural
program for a signature®=(Ac,At) and a
context7, = ({PL4lgUAc}, {(l 4,05 2)|g0AC})),
is a pair (1,BDY) where | is an initiadondition
and BDY assigns, to everyaction symbol
gUAc, a triple (A,Py,Cy) — adouble guarded
action— where:



* Ay and R are state formulas; thpre-
and continuation-guardsof action g,
respectively;

» Cyis a program in the language Ple
In order to illustrate thecoordination

model just described, consider tfalowing
C_behavioural  program (the "dining
philosophers"). For the sake of clarigach
action is represented as

(pre-guard,continuation-guard).
[loading_list | program | discharging_list]

(LOTOROT® H) // defines initial states
(=H,=-H) - [ |think|H]
(HOPROPL, HOPRCPL) -
[ |eat|H, PR, ROT, PL, LOT]
(HOPLE PRZ ROT,-ROT) - [ |rel_L|PL, LOT]
(HOPRZ PLE LOT,-LOT) - [ |rel_R|PR, ROT]
(HOLOT, HOLOT) - [ |take_L|PL, LOT]
(HOROT, HIROT) - [ |take_R|PR, ROT]

where the propositional symbols are useth
the following meanings: H (the philosopher is
hungry); LOT (the left fork is on the table);
ROT (the rightfork is on the table); Pl(the
philosopherpossesses the lefork); PR (the
philosopher possesses the right fork).

The intended semantics of thel L
action specification, for example, is the
following. When a philosopher isungry (H),
possesses the lefork (PL) and does not
possess the rightork (=PR), and theright
fork is not on the table -(ROT), he will
release the left fork. If, whileur philosopher
is in the process of releasing his left fork, the
philosopher atis right releases his lefork
(our philosopher's right fork), therefore
turning ROT to true, then ourphilosopher
should abort the releasing action.

We have deliberately omitted the
definition of the program executed locally by
each action to remind that thieehavioural
paradigm isall about coordinating durative
actions and not abouprogramming their
effects. This coordination is achievéarough
the pre andcontinuation-guards and by the
loading and dischargingsts. Naturally,these
local programshave to be supplied for the
C_behavioural program to be complete.

3. A Model of Coordination

The models we present for C_behavioural
programs aresets of computations orruns
that are obtained fromdurative transition
system$6,7]:

Definition 3.1: A state for a signhature
O=(At,Ac) — 0:2At — is a subset of the set At
of attributes. Aninitialized durative transition
system(dts) for a sighature®=(Ac,At) is a
triple <%,%,,{¥ |g0Ac}> where:

e 3 is a non-empty set (of states),
» 3, is a non-empty set (of initial states),
D§ (ZxX) - Z for each action [gAc,

is a partial function (on both
arguments). .

The notation o, stands for the
projection of state o in set QUAt. The

notation o'[0o/Q] stands for the state that is
equal toc' except for the attributes i@UAt
whose values are given loy.

State formulas as defined above are
evaluated over statder a signature®, in the
following way:

Oko p iff pld
OkFo-S iff 0 HgS
Okg S0S, iff okg S, impliesok=g S,

A C_behavioural program defines a
durative transition system where the set of
transitions is composed, for each action in Ac,
of the triples of states thatharacterize the
double-guarded action. These transitions
relate the three most importarndtates of
instances of action execution: the state in
which it is launched (satisfying thepre-
guard), the state inwhich, having finished
execution, it is considered fodischarging
(satisfying the continuation-guard), and the
state resultingfrom the discharge of its
results.

Definition 3.2: The dts defined by
program CBP = (I,{(A 4P, Cylo0Ac}) for
context7, = ({PLg4lgdAc}, {(l 4,04 %)Ig0ACY)
is such that

o forallgyX o, 0p Fol;
¢ (000" 0F iff 0 oAy 0 Fo Py,

ando"=0"[dy(2(Cq,l4(aL4)))/ Dyl *

Notice that the values of the attributes
of the system — At — in the resulting staté
are completely determined. Thealues for
attributes in the discharging list {Pare given
through the discharging gHof the results of
the execution ¢) of the local program G
over the values that weteaded ataunching



time (l,(0.,)); the other attributes — in At
depend on "what went on" in the systevhile
g wasexecuting, thats, they keep the value
they had in the accepting stat&)(

The triples (launching, accepting,
resulting) of states define the effects of
actions but do not account for the truth value
of the continuation guard duringaction

execution, that is, in states established between

(ri) =og iff
there are¢,0',0") O andj>i s.t.
r(i)= o, r(j-1)= o' and r(j)=0"
(r) =@ iff
there are¢,0',0") O andj<i s.t.
r()= o, r(i-1)= o' and r(i)=0"

The temporal operatoraext (O), until

the launching and the accepting ones. The (1) and since(S) are as defined in [5]. The

models for our C_behavioural programs have
to account for this:

Definition 3.3: A computationof the
dtsdefinedby program (I.{(A,P,,C;)|g0AC})
is an infinite sequence dtates r,,0,,0,....
that satisfies the following requirements:

Initiation: oy o ;
Consecutionfor all j>0, there are i<j and
gOAc s.t. 0,0,,,0) B9 ;
Continuation for all i<j s.t.
r(i)= o and
r(j-1)= ¢' and
r(j)= o" for some ¢,0',0") M9 ,
we have that for alkk<j, r(k)= oP,.
where r(i) is the ith+1 state of a computatien.

The continuation requirementtells us
that in every action execution characterized
by a triple of stateqlaunching, accepting,
resulting) — thecontinuation-guardmust be
verified in all states that aresstablished
between the launching and the resulting ones.

4. Axiomatic Semantics

The axiomatic semantics of a given
C_behavioural program CBP is given by a set
of formulas in a temporal logic; these
formulas are soundvith respect to thenodel
composed byall computations of thedts
defined by CBP for a given context.

The logic we use is a temporal logic as
presented in [5] extendedvith two action
expressions A propositional version of this
temporal logic definesemporal formulasfor
a signatureo,

T:=S|g[9o|-T|T,O0T,|OT|
TUT, | TWST,

where S is a state formula andAc.

These formulas are evaluated over pairs
(computation,index)for a dts <¥ ¥, {F
|[gUAC}>:

(r,)) =S

iff  1() Fo S

usual abbreviations fatt, ff, [0, [ and= are
used.

The semantics of the action expressions
g and~g reflect the non-atomicity ofction
execution because the launchimstate need
not be contiguous to the acceptistate in a
computation or run; an undefined number of
actions can discharge their resultdile the
action is executing. On the other hand, the
fact that the accepting and resultistes are
always contiguous in a computation reflects
the atomicity of the test-and-seiperation,
that is, the evaluation of thecontinuation
guard in the acceptingstate and the
discharging of the local results into the
system global state ardone in one single
atomic step (nothing happens in between).

Just like the definition of
C_behavioural programs requires cantext
that accounts for the specificities of the
programming languageshat are used for
defining the programs of actions, the
axiomatic semantics requires a contekiat
allows us torelate properties of the local
executions with properties of the global
system. Such an axiomatic context needs to
serve two purposes.

On the one hand, it has to provide the
ability to infer properties of locaéxecutions.
For that purpose, we consider thaach
language PL (restricted to attributes in
Aty At) has an associated modal logic J.C

We will need the following auxiliary
definition:

Definition 4.1: Let PL, be a
programming language for @&et Ay of

attributes. We define the RLassociated
context logic as the triple (LG Fug Hicy
where:
*+ LCyis a modal logic forL(Aty) that
includes the modal formulag[c]A)
(the syntax of commands in PL, is
irrelevant here);
* kg is a semantic consequenpgation
where:



- .W_[gz(zg,ll I:(PLgxZ4 - Z4)) whereZ
is the set of statefer Aty and | ||
gives semantics t@wommands in
PLg;
—for allgy[X ,
Og=arCIA iff [[C]l OgasA,
* gy iS @ syntatic consequencelation
which is sound wrt the semantics. ¢
On the other hand, anaxiomatic
context has to provide usiith means for
relating local and global properties similar to
the way the loading and discharging
functions operate at the operationavel. For
this purpose, we rely omixed inference rules
Definition 4.2: Let At; and At be sets
(of attributes) and 21 2A2. An f-mixed
inference rule is a pair EA> where
roJL(At,) and AOL(At,), which we denote by
N—A'". Such a mixed inference rule is said to
be soundiff for all 6,027, o, implies
f(o)=A" 3
When we want to relat@roperties of
local executionswith properties of theglobal
system we have to relate, for a given actipn
the local and global attributes. We have to
relate global attributes of the loadirigt of g
(Lg) with local attributes ofg (Aty) in "pre-
execution" situations and also to reldezal
attributes ofg with the global attributes of the
discharginglist of g (Dg) in "post-execution”
situations. The mixed inference rules that are
of interest in order to define thaxiomatic
semantics of a program CBP are:
the ones composed of aet of state
formulasT 4 in the language of thlading
attributes (ly), pairedwith a stateformula
A, in the language of the local attributes
(Aty);
the ones composed of aet of state
formulas 'y in the language of the local
attributes (A}), paired with a stateformula
A, in the language of thedischarging
attributes (Q).

Definition 4.3: An axiomatic contex{,
for a signature®©=(At,Ac) is a family of
tuples {((LCyFagicy) Irg,drg)|0AC} where

* (LCyFagicy is a Ply associated

context logic;

« Iry is a set of (29— 2"%)-mixed

inference rulesl¢ading rules);

« dry is a set of (2% 2Pg)-mixed

inference rulesdischargingrules). ¢

We now give the formulas that
constitute the axiomatic semantics of the
programdgas. These are formulasxpressing
pre- and  continuation-guards, frame
conditions (stating that all attributes not in the
discharginglist of anaction are notaffected
by that action) and, finally, local effects of
actions.

Definition 4.4: Given an axiomatic
context 7, = {((LCgFnghicylrq.drg)|glAC)
for a signature ©=(At,Ac), the axiomatic
semantics of adouble guarded action
(Ag,Py,Cy) consists of the following sdt, of
formulas:

(D@ Ay ORUT))
(2) (OO P,S9)
(3)for all plIDg, the formulas
((OCg Op) 0 Op) and
((Og 0~ p) 0 O-p)
(4)for all
<{B4},B,>0lry and
<{B,}.B>0dry s.t. ;B 0[CyB,
the formula (§B,) U ttU (g UB,)
The axiomatic semantics of @_behavioural
program CBP is the sétya . .

The formulas in (1) and (2) say that if
there is a durative transition through then
the pre-guard ofg is true in thelaunching
state and thecontinuation-guard is true
during its execution. The formulas in (3)
express frame conditions, thi, that in all
states that resuftom the execution of, all
attributes not belonging to the dischargilisj
of g keep the values they had in the
acceptance state. The formulas in éXpress
the locality conditions. More preciselyhey
express that, if i) Bholds wherg is launched,
i) B, translates to the locaproperty B'
through the loadingules, iii) G, establishes
B, when executed in (locabtates that satisfy
B,, and iv) B' translates to Bthrough the
dischargingrules, then B holds in thestate
that results from the execution gf That is,
the effects of the execution aj over the
attributes in the dischargingist of g are
determined by the execution of.C

Notice that when | and are
"mirrored” directly in At in the sense that the
functions (29— 27t) and (o 2Pg) just
copy them to and from the local stategyfwe
can assume thatgland O are subsets of At
so that the formulas for the locality
conditions simplify to {(¢1B) O ttU (g OA) |



Feg BO[C4A} where B and A are state
formulas inL(Ly) and£(Dg) respectively.

In order to prove that the formulas that
constitute the axiomatic semantics of a
C_behavioural progranCBP are soundwith
respect to the model composed of the
computations ofCBP asdescribed above, we
have to be sure that the axiomatic and
operational contexts used are somehow
related. Only in this way can wensure that
we are dealingwith two different "points of
view" of the same program.

Definition 4.5: An axiomatic context
Ta= {(LCq, By gy, Irg, drg)]glAc} and an
operational context  7,=({PL4gUAc},
{(I'5,dg, 9)|g0AC}) for a signature© are said to
agreeiff, for all gCJAc:

* M4 2)

+ Iryis a set ofsoundls-mixed inference
rules;

« dry is a set of sound dgmixed
inference rules. ¢+

For an axiomatic and armperational

« (OTDOP,SY)
for all pOD,, the formulas
(Og Op)d Op) and
(Og = p)d O-p)
» for all
<{B 4},B,>0lry and
<{B,},B>0dr, s.t. FB;O[C,BS,
the formula (§B,) O ttU (g [B,)

We only present the proof for thiast one
here.

Suppose (1) <{8,B,>0lry and

(2) <{B,},B>0dry and

(3) FiggB1'O[CyIB,'. _
BecauseT,and 7, agree and becausqpgg is
sound wrt=,, we have that,

for all g4X ,

Og=aB1' implies &(Cy,0,)F4B,' (4)
We know that <{B},B,> is a sound jmixed
inference rule, that is,

for all o g,
GLg|=OBl |mpl|eS l_}(O-Lg)|=MgBl| (5)

contexts to agree we have that the semanticsand <{B,},B,> is a sound @mixed inference

for program G, in logic LG, is given by its
operational semantics £ — in 7;, and the
rules Iy, and dg that allow us toaccount for
the local/global relations must "agree" with the
semantics given i, — |, and ¢ — for the
loading and discharging operations.

Therefore, the rules inr <I',A>, must
be such that, whenever thermulas B
(BiL(Lg)) hold in o4, formula A holds in
l4(oy), that is, A holds in the localstate
obtained from applying the loadingperation
lg to O 4. The rules in dy <,A>, must be
such that, whenever thdormulas BT
(BiJL(Aty)) hold in g, formula A holds in
dy(ay), thatis, A holds in opy obtainedfrom
applying the discharging operatiog t o,

Proposition 4.6: Let 7, and 7, be an
axiomatic and an operational contexts for a
signature® = (At,Ac) which agreewith each
other. Given CBP=(l,{(AP,CyIglAc}), a
program for ©, the axiomatic semantics for
CBP —Ugoacl g — as defined in 4.4, isound
with respect to the model composed of the
computations of CBP. .

Proof.

We have to prove that théollowing
formulas are true in theset of all
computations for thelts <%,%,{¥ |g0Ac}>
defined by CBP:

* (@ A, ORUT))

rule, that is,
for all gy,

Og=aB2 implies d(oy)oB; (6)
from (5) and (4) it comes that,
for all o,

O 4=oB: implies 9(Cg,ly(0Lg))=aeB2 (7)
from (7) and (6) it comes that,
for all o g,

0 4=oB1 implies q(2(Cg,l4(014)))=eB2(8)
Because B1L(Ly), we have

for all oX ,
oFoB; implies ¢(2(Cy,lq(0Lg)))=eB2 (9)
Suppose (r,& o(90B1) (10)

By definition, from (10) we have
there are¢,0',0") O and b>a s.t.
r(@=a, r(b-1)=0, r(b)=0c" and
r(@yeoB: (11)
We have to prove that (rfaptt?l (g CB,), that
is, that
there is ka s.t. (r,b=o(TOB,),
that is, that there is3a s.t.
there areq,0',0") 0¥ and c<b s.t.
r(c)=g, r(b-1)=0¢', r(b)=0" and (r,b}=cB,
Because we have (11), it is true that
there is ka s.t. r(b)=0" (12)
and thec value can bea. We have still to
prove (r,b}=¢B,. Because of (9) and (10) we
have:



dg( 2(Cg lg(r(aly)))FoB2 (13)
From (12) we have(b)= ¢". By definition
3.2, 0"=0"[dg(2(Cq,l4(014)))/Dgl. Then, from
(13), r(b}=oB,. Because BIL(Dy), we have
(r,b)=6B..
End of proof.

Properties of C_behaviourglrograms
can be proven departing from thesemulas
and from all the fully establishekinowledge
that the use of a temporal logic brings us
[5.8].

5. Further work

The composition of programs under the
behavioural paradigm is being studied
together with the issue of preservation of
properties. We are also adressing the
application of the behavioural formalisms to
the specification of real-time systems as a
means of fully covering the notion of
duration in critical systems.
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