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Abstract
CLARIN is a European Research Infrastructure Consortium developing and provid-
ing a federated and interoperable platform to support scientists in the field of the 
Social Sciences and Humanities in carrying-out language-related research. This con-
tribution provides an overview of the entire infrastructure with a particular focus on 
tool interoperability, ease of access to research data, tools and services, the impor-
tance of sharing knowledge within and across (national) communities, and com-
munity building. By taking into account FAIR principles from the very beginning, 
CLARIN succeeded in becoming a successful example of a research infrastructure 
that is actively used by its members. The benefits CLARIN members reap from their 
infrastructure secure a future for their common good that is both sustainable and 
attractive to partners beyond the original target groups.

Keywords Research infrastructure · Interoperability · Social sciences and 
humanities · Language resources · Language technology

1 Introduction

Since its inception, CLARIN (see Fišer & Witt, 2022) has operated in line with the 
European agenda for Open Science, and it can be seen as an early adopter of the 
FAIR data principles (Collins et al., 2018; Wilkinson et al., 2016) avant la lettre1 
(Fišer et  al., 2018). For CLARIN, the adoption of the FAIR principles was not a 
simple design decision, to be taken among many others, but the central one, which 
was forced upon CLARIN by its distributed nature. While starting with a core 
group of national consortia, by November 2022, 25 countries and over 50 centres 

Extended author information available on the last page of the article

1 https:// www. clarin. eu/ fair.
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were involved in CLARIN.2 The consortia represent research on language-related 
resources from a wide range of different scientific angles, make use of a diverse set 
of scientific methods, harbour large quantities of multi-flavoured research data, and 
give access to a broad set of processing tools. The geographically distributed nature 
of the CLARIN community helped conceiving the functioning of the CLARIN 
infrastructure as a federation of services, which in turn is driven by a number of 
central services that help users to discover, access and use research data and tools.

The building blocks of the CLARIN federation are the individual CLARIN cen-
tres for which three types of centres have been defined: the Service Providing Cen-
tres that establish the technical backbone of CLARIN, Metadata Providing Cen-
tres that feed metadata into central places, and Knowledge Centres that ensure that 
knowledge and expertise is shared within and across national boundaries.3 Centres 
have to conform to technical and organisational principles and standards to ensure a 
seamless integration between the distributed resources available in the centres and 
the available services across the federation. All centres are hence certified to ensure 
that such conditions are met.4

From the outside, the success of CLARIN is clearly visible by its increasing num-
ber of national consortia and the many centres contributing to the overall CLARIN 
community. From the inside, CLARIN is best described as a well-oiled machine 
whose performance is driven by interoperability taken seriously.

CLARIN, hence, was well positioned to face a range of additional interoperability 
requirements on both the technical and organisational levels when it participated in 
the emerging European Open Science Cloud (EOSC), envisaged to be an open and 
trusted environment for managing data from all research domains. EOSC will feder-
ate the service offers from both existing and emerging data infrastructures, and is 
meant to become the universal access channel to all registered data repositories and 
cloud-based services through which all European researchers will be able to access, 
use, and reuse research outputs and data across disciplines.5

Preparatory to EOSC integration has been CLARIN’s participation in the H2020 
project SSH Open Cloud (SSHOC) within the Social Sciences & Humanities 
(SSH) cluster. Several of CLARIN’s central services (such as the Virtual Language 
Observatory, the Language Resource  Switchboard and the Virtual Collection 
Registry; see section 2), as well as the available knowledge and expertise are now 
being opened up for use beyond our traditional communities of reference. This is 
contributing to the uptake of shared services and practices across communities 
and disciplines. From the point of view of user involvement, the participation in 
a series of EOSC-related projects has offered CLARIN members the opportunity 
to exchange expertise and practices with partners from new domains. Examples 
include joint work with regard to legal issues, and in particular the rights of data 

3 https:// www. clarin. eu/ conte nt/ clarin- centr es.
4 For instance, a CLARIN centre that provides a repository service will need to apply for the CoreTrust-
Seal (http:// coret rusts eal. org).
5 https:// www. eosc- portal. eu.

2 There are 22 full members, 2 countries having observer status, and 1 third-party member, see https:// 
www. clarin. eu/ conte nt/ parti cipat ing- conso rtia.

https://www.clarin.eu/content/clarin-centres
http://coretrustseal.org
https://www.eosc-portal.eu
https://www.clarin.eu/content/participating-consortia
https://www.clarin.eu/content/participating-consortia
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subjects, but also the provision of training sessions on, say, oral and written corpora 
targeted at social scientists and librarians.

CLARIN must take into account new developments in science that often have an 
impact on the interoperability aspect of its infrastructure. Our aim is to initiate and 
support the application of novel, data-driven methods for the SSH domain, which 
has been enabled by the developments in Digital Humanities and Computational 
Social Sciences, and by treating language data as a rich resource for disciplinary 
fields such as Data Science, Language Technology, and Artificial Intelligence. A 
careful reader will notice that the multitude of projects and perspectives discussed 
in this paper perfectly reflects the heterogeneity of an internationally distributed 
research infrastructure, catering to a wide range of needs within the academic 
community and beyond.

The remainder of the paper has three main parts. In Sect. 2, we describe first and 
foremost the technical infrastructure of CLARIN and how we succeeded to build 
a central common gateway to language-related research data, tools, and services 
hosted in a distributed environment. A well-oiled technical infrastructure must be 
complemented by a knowledge-based infrastructure that ensures that users know 
about the technology and how it can be effectively used to support their research. In 
Sect. 3, we describe the CLARIN Knowledge Centres and the important role they 
play in the community for sharing knowledge and expertise. The community build-
ing aspect is covered in a dedicated section, Sect. 4. Community building is impor-
tant and a continuing task to ensure that CLARIN is thriving by onboarding new 
users and their needs, which in turn feeds into technical requirements and which 
enriches the knowledge infrastructure for all to profit. It is well worth pointing out 
that industry takes notice, and that CLARIN technology is started to get used beyond 
academic research in the Social Sciences & Humanities.

2  CLARIN as a provider of tools, data and services

The CLARIN community shares a long history when it comes to the collection, 
manual annotation and automatic processing of linguistic data. With an ever increas-
ing number of data sets and tools available, it became necessary to develop a com-
mon metadata framework for the description of such linguistic data, and to devise 
technological solutions so that resources can be found and tools invoked with ease. 
The WebLicht workflow engine and the Language Resource Switchboard are two 
central pillars in CLARIN’s technical infrastructure that guide users to find and 
invoke tools that can process their data (see Sect. 2.1). The Virtual Language Obser-
vatory is a faceted browsing environment empowering users to explore the CLA-
RIN linguistic data space of over a million resources via a combination of faceted 
and full-text search. The use of a common metadata framework greatly facilitates 
the description of linguistic data and their organisation into faceted sub-spaces 
(Sect.  2.2). Giving users access to data and tools, where licensing issues have to 
be taken into account, is facilitated by a common authentication and authorisation 
infrastructure (Sect.  2.3). The reproducibility of scientific results is central to the 
credibility of the scientific endeavour. By leveraging its unique resources in terms of 
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expertise and technological assets, CLARIN is pioneering efforts towards the repro-
ducibility challenge in the area of language science and technology (Sect. 2.4).

2.1  Weblicht, Switchboard, LAPPS grid

Over the years, the CLARIN community has developed a wide range of tools to 
process language-related data. Tool discovery and interoperability soon became an 
issue that CLARIN addressed in terms of a centrally available language technology 
platform giving users easy access to geographically distributed tools. WebLicht and 
the CLARIN Language Resource Switchboard are integral parts of the platform.

2.1.1  The WebLicht workflow engine

WebLicht (Hinrichs et al., 2010) is an environment for building and executing pipe-
lines of natural language processing tools, with integrated capabilities for visualis-
ing and searching the resulting annotations.6 The primary goal of WebLicht is to 
provide easy access to a wide range of text annotation tools to researchers in the 
Humanities and Social Sciences. WebLicht’s annotation tools can be invoked via 
any web browser, without the need for local software installation or any prior famili-
arity with the tools.

WebLicht is built upon Service Oriented Architecture (SOA) principles: the pro-
cessing tools WebLicht gives access to are implemented as web services across the 
web. The main components of WebLicht and their interactions are shown in Fig. 1. 
WebLicht is tightly integrated into the CLARIN infrastructure (Dima et al., 2012) 
and utilizes key components of it, such as the CLARIN  Centre Registry and the 
CLARIN Identity Federation (for the latter, see Sect. 2.3).

Using metadata information from the CLARIN Centre Registry, the harvester 
polls each centre’s repository for WebLicht-compatible web service metadata at reg-
ular time intervals. The pipelining and execution engine uses the harvested web ser-
vice description metadata and the profile of the input data to create valid workflows 
for adding linguistic annotations (e.g., part-of-speech tags, lemmas, morphology) to 
text. The engine performs three important tasks: 

1. It determines which services can be added to the pipeline. For example, if one of 
the tools in the pipeline produces lemma information, other services that produce 
lemmas will be omitted from the list. Similarly, in a pipeline that does not produce 
lemmas, any services that require lemmas in the input will not appear in the list. 
The resulting list is presented to the user for selection. This process is repeated 
each time the user adds or removes a service from their pipeline.

2. It ensures that a pipeline is valid.
3. It executes the pipeline, which is carried out by sequentially sending HTTP POST 

requests to the services, where the body of the request to service n + 1 is the 
response of service n.

6 https:// webli cht. sfs. uni- tuebi ngen. de.

https://weblicht.sfs.uni-tuebingen.de
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To address the difficulties arising from the fact that each tool has its own input and 
output formats, TCF (Text Corpus Format, Heid et al., 2010) was developed for use 
as an internal data exchange format. Annotation tools are wrapped as web services 
that receive and return TCF. Although it is not a strict requirement, many WebLicht 
web services use TCF as their input and/or output format, since its use increases the 
possibilities for combination with other tools in a workflow.

The WebLicht user interface provides users with a simple mechanism for creating 
and executing valid workflows. The results can be visualised in ways appropriate for 
individual annotation layers (e.g., tokens, lemmas, and part-of-speech tags in a table 
view; parse trees in a graphical view; named entities highlighted within the text).

The CLARIN Service Provider Federation is used by WebLicht to allow research-
ers to log in through their academic institutions; this makes WebLicht available to 
researchers from thousands of academic institutions.

Since its introduction in 2010, WebLicht has attracted a large user community, 
and is used in both research and teaching. As a usage indicator, WebLicht began 
counting tool invocations in 2014; WebLicht services have been invoked  2.5 million 
times in total, with an average of  30.000 invocations per month.

2.1.2  Language Resource Switchboard

The Switchboard enables interoperability by facilitating a seamless flow of data 
from all kinds of data hosts to many different types of tools that can process the data 
in one way or another (Zinn 2018b). The acknowledged strength of the Switchboard 
is based on very few assumptions. First, a resource can speak for itself, only a few 
of its intrinsic characteristics must be identified so that no externally-given metadata 
about the resource needs to be taken into account. Second, it is assumed that a tool 
can be characterised by the type of data it can process and the task it achieves with 
this processing. Third, data can reside anywhere and tools can be located anywhere 
as long as they are web-based, i.e., they respond to URL requests and provide a 
browser-based user interface.

The task of the Switchboard is to help users feed their data into tools that achieve 
tasks the users are interested in. By and large, the Switchboard acts as a simple bro-
ker. Once the Switchboard has received a data resource, the Switchboard profiles the 
resource’s nature, and then identifies a list of applicable tools for such data, ordered 
by the tasks they can achieve. The users then select their tool of interest so that the 
Switchboard can forward the resource to the chosen web-based tool.

The Switchboard’s design aims at maximising interoperability across many dif-
ferent services within and beyond CLARIN. Using the Switchboard GUI, data can 
be uploaded from a user’s computer, referred to by a URL (e.g., by using the ‘share 
file’ function from Nextcloud or Dropbox), or generated on the fly by simply typing 
text. The Switchboard can also be invoked with a URL parameter that points to the 
location of data. Both the Virtual Language Observatory and the Virtual Collection 
Registry provide users with a button attached to data to invoke the Switchboard in 
this way. Also, the Switchboard has been integrated within a DataVerse-based data 
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repository.7 Here, the Switchboard appears inside the GUI of the repository either as 
pop-up window or iframe embedding. Such integrations give users direct access to 
the Switchboard – without leaving the data site – and hence to its entire tool space, 
dramatically lowering the bar for tool discovery and use.

Since its inception, the Switchboard drives its tool selection by the mimetype 
of a resource (e.g., ‘text/plain’) and its language (e.g., ‘English’). Tools that can 
process, e.g., plain text files in English, are then shown in a task-based view. Five 
years on, it is still mime-type and language that drive tool selection. However, 
interoperability could be further improved by having the Switchboard (i) taking 
other resource characteristics into account, and (ii) changing the characteristics of 
a resource in order to increase the tool space that can process it. Consider the first 
case where the size of a resource may play a significant role in tool selection. A 
dependency parser for English may work perfectly fine for input data of a dozen 
sentences but fail miserably when given an entire novel. Here, tool applicability is 
a relative notion. The Tübingen team is currently developing a solution that is in 
line with the Switchboard’s design, hence off-loading the solution to the problem of 
large files to an external application. A new software on top of WebLicht, WebLicht-
Batch8 (Zinn and Campbell 2022), divides a given large file into smaller files, 
sends them to WebLicht for analysis, and constructs the result of the larger file by 

Fig. 1  WebLicht overview

8 https:// webli cht. sfs. uni- tuebi ngen. de.

7 https:// datav erse. org.

https://weblicht.sfs.uni-tuebingen.de
https://dataverse.org
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collecting the results of analysing the smaller files. Weblicht-Batch has been added 
to the Switchboard’s tool space. By taking into account the size of a resource as an 
additional, third characteristic, the Switchboard will be able to identify WebLicht-
Batch as ‘most-suitable’ applicable tool.

In its short life span, the Switchboard has built bridges across various 
infrastructures. Its simple design philosophy facilitated its integration with 
EUDAT’s cloud space (see https:// b2drop. eudat. eu; Zinn 2018a) and the D4Science 
platform (see https:// d4sci ence. org). Also, the Switchboard has been forked into 
an SSHOC-Switchboard that takes SSHOC-specific tools and tool preferences 
from the community into account. The Switchboard is also used in the evolving 
CLARIAH-DE infrastructure to bring together data and tools from its two 
predecessor infrastructures CLARIN and DARIAH, showcasing their successful 
merge by demonstrating interoperability across the two communities. In this respect, 
the Switchboard also plays a central role in the transatlantic LAPPS Grid project, 
alongside WebLicht.

2.1.3  LAPPS grid

The two-phase collaborative project Transatlantic Collaboration between LAPPS 
and CLARIN explores ways of integrating the Language Application Grid (LAPPS 
Grid) and CLARIN. The project partners include key members from LAPPS 
(Brandeis University and Vassar College) and CLARIN (University of Tübingen and 
Charles University in Prague).

LAPPS Grid is a web service infrastructure for language analysis, similar to 
WebLicht, but built on different underlying technologies.9 In phase I of the project, 
interoperability between WebLicht and the LAPPS Grid workflow engine was suc-
cessfully completed, allowing users of each workflow engine to use services from 
the other. The main challenges for this task included data conversion between the 
internal data formats used by each system, developing proxies to handle service 
requests using differing protocols, and conversion of tool metadata for use by the 
other system. In phase I of the project, a plan was also developed to allow mutual 
single-sign-on login to both systems by creating a trust network between CLARIN 
and the LAPPS Grid.

The main goals of phase II of the project are to implement the trust network 
according to the plan developed in phase I; to integrate the LAPPS Grid into the 
Switchboard; to integrate the UDPipe services developed at the CLARIN centre 
at Charles University into WebLicht and LAPPS Grid; and to implement a named 
entity tool that links named entities to unique identifiers from both authority records 
(for persons) and georeferences (for locations), and then stores the linked data in 
CMDI metadata records.

9 https:// www. lapps grid. org.

https://b2drop.eudat.eu
https://d4science.org
https://www.lappsgrid.org
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2.2  Metadata schemas and data search

The CLARIN infrastructure encompasses a large space of language-related resources 
and tools and serves a diverse group of researchers from different communities. To 
connect users to data and tools relevant for their research, a rich set of metadata 
descriptors is needed. Each type of resources merits its own descriptors, because a 
lexical resource, for instance, is quite different in nature than a speech corpus, or a 
set of psycholinguistic experiments. For this reason, CLARIN decided to make use 
of a metadata framework rather than to resort to a fixed set of metadata schemas and 
descriptors.

The Component Metadata Infrastructure (CMDI)10 is a metadata infrastructure 
that allows users to define metadata schemas, that is, profiles by grouping together 
predefined building blocks called components. Each metadata component is a 
structured collection of metadata fields or data categories. Each data category 
describes a particular aspect of a resource such as its type, genre or modality, or its 
speech rate and number of lexical entries, or for a software resource, its operating 
system or the programming language it supports for its application programming 
interface. It is important to note that a component can also contain other components 
so that hierarchically organised metadata schemas can be defined.

All components and profiles are stored in the Component Registry11 and all 
elementary metadata fields are linked to data category registries giving them their 
semantic grounding.12 CMDI-based metadata hence benefits from a semantic inter-
operability that helps both metadata designers and consumers. With CMDI being 
based upon XML technology, each profile can be converted into an XML Schema so 
that XML tools can be used to validate the completeness and correctness of meta-
data instances describing a particular resource of a given type.

At the time of writing, the component registry contains 182 profiles and 1260 
components in the public and productive section. Users can define new profiles, 
or new components, whenever they feel that existing ones lack the expressiveness 
to properly describe their resources. Equally, new elementary descriptors can be 
defined in the CLARIN concept registry to semantically ground them.13

While the impressive number of profiles, components, and data categories in the 
registries indicates their broad user adoption, it also created the problem for users 
to identify the most appropriate ones for their needs (rather than defining their 
own ones). As a consequence, a CMDI task force has been investigating the use of 
metadata schemas and components in CLARIN practice, with the goal to identify 

11 https:// catal og. clarin. eu/ ds/ Compo nentR egist ry/.
12 In the beginning, most metadata descriptors were defined in the ISOcat registry, which was created in 
2008 by the ISO/TC37 committee. Its management was later transferred to the Language Terminology/
Translation and Acquisition Consortium (LTAC) (see http:// datca tinfo. net/), and finally replaced with the 
CLARIN Concept Registry (CCR), see https:// www. clarin. eu/ ccr.
13 While the entries in the CLARIN Concept Registry are licensed via a CC-BY license (https:// creat 
iveco mmons. org/ licen ses/ by/4. 0/), entries in the CLARIN Component Registry are not explicitly 
licensed.

10 https:// www. clarin. eu/ conte nt/ compo nent- metad ata, see also ISO 24622-1 and ISO 24622-2.

https://catalog.clarin.eu/ds/ComponentRegistry/
http://datcatinfo.net/
https://www.clarin.eu/ccr
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.clarin.eu/content/component-metadata
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so-called Core Components.14 The idea is to identify widely used components 
and recommend them for use for a good range of different application scenarios. 
CLARIN users are now asked to review those core components first before 
consulting (or adding to) the metadata registries.

Once users have selected (or defined) the CMDI profile that fits their data best, 
they can create instances of the profile to describe each resource. With CMDI being 
based on XML technology, the description of each resource can be validated, that 
is, it is tested whether an instance description supplies all mandatory metadata 
fields, or whether each value is of the correct datatype. In the spirit of CLARIN 
federation, most data providers store their data, together with their metadata 
descriptions, locally. To make such data findable in the entire CLARIN community, 
all local data is regularly harvested via the OAI-PMH15 protocol and ingested into 
a central metadata catalogue, which all users can consult via the Virtual Language 
Observatory (VLO).16 Besides CMDI-based metadata, the VLO is also able to ingest 
other metadata formats, for instance, those from DataCite17 and the Open Language 
Archive Community18 (OLAC).

The VLO is based on Apache Solr19 and provides users with a faceted search 
over all harvested metadata. The facets that users can select to narrow down their 
search are derived from CMDI-based metadata fields. In fact, their common seman-
tic grounding in the concept registry makes it possible to map a broad range of 
metadata fields to facets (Van Uytvanck et al., 2010), hence testifying to the seman-
tic interoperability aspect of metadata. The VLO search interface is rich in options, 
including access to the most frequently occurring facet values, multiple facet value 
selection, combined full-text search on metadata with facet-based search, and the 
use of logical operations to combine elementary search queries to complex ones. 
Search results are displayed to cater for the most important user needs such as the 
availability of a resource, service or tool, and links to related metadata and their 
resources. An important feature of the VLO is its integration with other pillars of 
the CLARIN infrastructure. Users, for instance, can add metadata records to the col-
lections they maintain in the Virtual Collection Registry, or they can process some 
textual resources directly with the Language Resource Switchboard.

The Virtual Language Observatory now gives CLARIN users access to over 
1,000,000 language-related resources. The use of CMDI-based metadata, and the 
integration of the VLO with other tools (Switchboard, Collection Registry) makes 
it clear that the CLARIN community has found the technical means to implement 
the FAIR principles. Research data is easily findable (VLO), accessible (AAI, see 
section 2.3. for details), interoperable (CMDI-based metadata for the description of 
resources and tools), and re-usable (e.g., tool invocation within the VLO).

14 https:// clarin- eric. github. io/ cmdi- core- compo nents/.
15 https:// www. opena rchiv es. org/ OAI/ opena rchiv espro tocol. html.
16 https:// vlo. clarin. eu.
17 https:// datac ite. org.
18 http:// www. langu age- archi ves. org/.
19 https:// solr. apache. org/.

https://clarin-eric.github.io/cmdi-core-components/
https://www.openarchives.org/OAI/openarchivesprotocol.html
https://vlo.clarin.eu
https://datacite.org
http://www.language-archives.org/
https://solr.apache.org/
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2.3  Common infrastructure components for user authentication

The CLARIN platform gives users access to a vast space of language-related 
data and tools to process such data. All data and tools are geographically and 
organisationally distributed over CLARIN centres that often cross national 
boundaries. For a significant amount of data, however, intellectual property rights 
(e.g., newspaper corpora) or data protection issues (e.g., personal data from 
psycholinguistics studies) need to be taken into account, see section 3.2 for details. 
With a distributed infrastructure such as CLARIN, a well devised authentification 
and authorisation infrastructure (AAI) is the key for giving academic partners access 
to such data, but also to tools to process them.

CLARIN aims at making user authentication and authorisation as easy as possi-
ble. For this purpose, CLARIN has opted for a single sign-on approach where users 
can identify themselves with their university accounts. The login mechanism clearly 
identifies users (authentication), but also constitutes a first level of authorisation as 
it marks users as belonging to the academic community. With research data often 
licensed for academic use only, the single-sign on is often sufficient for most data 
and tool use. Access to data with more restrictive licences are granted on a case-by-
case basis; here the AAI-based single sign-on serves at verifying a user’s identify 
with technical means.

The interoperability of the authentication infrastructures of the thousands of insti-
tutions in the academic world has been a crucial element to ensure interoperability 
in research for quite some time, and it has led to the establishment of national iden-
tity federations such as DFN in Germany (https:// www. dfn. de/ en/), SURFnet in the 
Netherlands (https:// www. surf. nl/ en)or IDEM-GARR in Italy (https:// www. idem. 
garr. it/ en/). Each of these organisations is establishing a network of trust between 
its members (usually all or most universities and research organisations within the 
country) and together they have formed the European federation eduGAIN (https:// 
eduga in. org/), which in turn creates the technical setup for the establishment of trust 
between all identity providers (IdPs) and service providers (SPs) within the various 
national networks.

CLARIN has used this existing AAI infrastructure to achieve a high degree of 
interoperability within its network by establishing a so-called Service Provider 
Federation (SPF).20 This is set up in such a way that CLARIN acts as a technical 
hub providing all the information about the various CLARIN centres (actually, 
each service provided by a centre to the CLARIN community) and making 
this information easily available to each national identity federation. CLARIN 
centres can register their services with CLARIN, using SAML-based metadata,21 
and CLARIN then distributes this metadata to all the identity federations of the 
participating countries. This makes it easier for the centres, as they do not have 
to ensure themselves that their metadata is propagated to all European identity 
federations, and on the other side CLARIN acts as a trusted party to the identity 
federation that guarantees the integrity of all registered services. With this setup, 

20 https:// www. clarin. eu/ conte nt/ servi ce- provi der- feder ation.
21 https:// en. wikip edia. org/ wiki/ Secur ity_ Asser tion_ Markup_ Langu age.

https://www.dfn.de/en/
https://www.surf.nl/en
https://www.idem.garr.it/en/
https://www.idem.garr.it/en/
https://edugain.org/
https://edugain.org/
https://www.clarin.eu/content/service-provider-federation
https://en.wikipedia.org/wiki/Security_Assertion_Markup_Language
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the CLARIN AAI team can also help the centres with creating their metadata 
and making sure that they adhere to certain standards, e.g., the GÉANT code of 
conduct.22

Technically, CLARIN has set up a semi-automatic pipeline for adding and 
editing the SAML metadata definitions. CLARIN maintains a dedicated github 
repository23 where all metadata definitions for all participating service providers are 
stored. Adding of new SPs and editing of existing ones is managed via pull requests 
to this repository. Each pull request triggers an automatic check of the metadata 
for consistency and completeness that will notify the submitter if anything is not 
correct. If all automatic checks are passed, the change is reviewed by the CLARIN 
AAI team and – if there are no issues – merged into the master branch and released 
to the public.

Additionally, CLARIN manages its own identity provider24 that serves as a kind 
of home for the homeless. The IdP is meant to offer an easy way to use CLARIN 
resources and services for researchers that are not able to use their regular university 
account. There are various reasons for this, but the most common ones are twofold: 
either the researcher is temporarily not affiliated with any university or research 
institution, or the researcher’s home organisation is, for whatever reason, not trusting 
or releasing the necessary user identification data to CLARIN SPs. The CLARIN 
IdP helps such researchers by granting them CLARIN accounts. Such accounts 
are only granted to academic users upon a well justified request reviewed by the 
CLARIN central office.25

2.4  Reproducibility of research results

Scientific knowledge is grounded on falsifiable predictions and thus its credibility 
and raison d’être rely on the possibility of repeating experiments and getting similar 
results as originally obtained and reported. Given the accelerated pace in research, 
the attention given to reproducibility in science has grown in recent years across all 
areas, with language science and technology being no exception in this trend (Branco 
2013). Consequently, a number of tentative initiatives addressing reproducibility in 
this scientific area have been launched (Branco et al., 2018, 2017, 2016).

Given CLARIN’s infrastructural mission in this field, one of its reaching-out 
initiatives concerns the support of novel and exploratory practices on matters which 
are not the immediate subject of research, but which are crucial to support scientific 
research and its vitality. One of these practices is the reproduction of research results, 
where CLARIN is teaming up with the European Language Resources Association 
(ELRA) and a first undertaking was the joint organisation of REPROLANG2020 
(Branco et al., 2020). For REPROLANG, a new type of shared task was defined: it 
was partly similar to the usual competitive challenges, as all participants shared a 

22 https:// wiki. geant. org/ displ ay/ eduGA IN/ Data+ Prote ction+ Code+ of+ Condu ct+ Cookb ook.
23 https:// github. com/ clarin- eric/ SPF- SPs- metad ata.
24 https:// idm. clarin. eu/.
25 For details, see the corresponding FAQ on the CLARIN website at https:// www. clarin. eu/ conte nt/ cla-
rin- ident ity- provi der.

https://wiki.geant.org/display/eduGAIN/Data+Protection+Code+of+Conduct+Cookbook
https://github.com/clarin-eric/SPF-SPs-metadata
https://idm.clarin.eu/
https://www.clarin.eu/content/clarin-identity-provider
https://www.clarin.eu/content/clarin-identity-provider
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common goal; but it was also partly different to previous shared tasks, as its primary 
focus was on seeking support and confirmation of previous results, rather than on 
overcoming the state of the art with superior results.

The contribution of CLARIN to strengthening scientific reproducibility is moti-
vated by its distinctive capacity to offer a service to the community both in terms 
of know-how and of equipment, which CLARIN was the main provider of during 
the above-mentioned pioneering undertaking. Additionally, many methodological 
innovations specifically targeting scientific reproducibility in language research and 
technology were advanced by contributions of CLARIN, as detailed in Branco et al. 
(2020).

As we are preparing further events along this path, the lessons learned indicate 
that, as far as reproducibility issues for the research on language are concerned, 
CLARIN is stepping forward and playing a much needed and fundamental service 
that is not within the mission or the reach of other types of organisations.

3  CLARIN as a knowledge hub

Research infrastructures based on distributed data and a federated service model 
have three main components: 

1. a technical infrastructure, comprising both the technical facilities that provide 
users with access to data and tools, and the people that operate those facilities.

2. a set of commonly-agreed-upon organisational rules, measures and conventions 
that aim at ensuring a seamless interaction between infrastructure users, operators 
and components; this including the use of standards, access mechanism, usage 
licences, and quality assurance procedures.

3. a set of measures and facilities that aim at securing a continuous transfer of 
knowledge between all players involved in the construction, operation and use 
of the infrastructure; the players need knowledge and expertise to perform their 
tasks, and they generate new knowledge and expertise as they go along.

It is the third item which we refer to as the CLARIN Knowledge Infrastructure. It 
has been developed as the glue, holding together the various communities engaged 
with CLARIN, and as the structure that aims at securing a continuous transfer of 
knowledge and expertise between the diverse parties involved in the construction, 
operation and use of the infrastructure at large. The Knowledge Infrastructure has 
been built around a number of geographically distributed knowledge centres, offering 
and sharing expertise and best practices among the researchers in the network. The 
sharing of knowledge is also facilitated by a number of user involvement activities 
that are meant to facilitate the re-use of resources and the uptake of tools, standards 
and methodologies. Under the umbrella of the Knowledge Infrastructure, a rich 
number of online materials has been created that instruct users in using CLARIN 
to support their research effectively. Funding and other support instruments are 
also crucial to encourage exchange and adoption of shared practices. An effective 
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exchange is dependent on several aspects of organisational interoperability. In what 
follows, we will illustrate this point with some examples.

3.1  CLARIN Knowledge Centres

A fundamental part of the CLARIN Knowledge Infrastructure are the Knowledge 
Centres, or K-centres.26 K-centres are institutions that have agreed to share 
their knowledge and expertise with others. A K-centre can be hosted at a single 
institution, or be distributed among various partner institutions. K-centres can be 
found in CLARIN member countries, but also exist elsewhere, and they all have 
a virtual presence. Each K-centre has a help desk and is committed to answering 
queries by users within two working days.

K-centres all have their own specific areas of expertise, focusing on individual 
languages (e.g., Czech, Danish, Polish, Portuguese), language families (e.g., South 
Slavic), or groups of languages (e.g., morphologically rich languages, the languages 
of Sweden). They can provide expertise on various modalities (e.g., written text, 
spoken language, sign language), or topics (e.g., language diversity, language learn-
ing, diachronic studies); they assist with language processing issues (e.g., speech 
analysis, building treebanks, machine translation), and various data types other than 
corpora (e.g., lexical data, wordnets and other lexical semantic networks, terminol-
ogy banks). They can be contacted for information on how to use or process families 
of language data that will exist for most languages (e.g., newspapers, parliamentary 
records, oral history), and for generic methods and issues (e.g., data management, 
ethics, intellectual property rights, optical character recognition). K-centres are cer-
tified upon request by a special committee, for a period of three years; periodical 
reassessments of their activities are carried out.

With a growing number of K-centres being added to the infrastructure over the 
recent years, the question of making their expertise more easily accessible has 
arisen. A set of standardised metadata to describe each centre and its services has 
been developed, including areas of competence, audiences served, types of services, 
languages and modalities covered, linguistic and NLP topics, and data types. Users 
can use such descriptors to identify centres relevant for their research.

Links to other aspects of the CLARIN infrastructure have also been created, 
in particular connecting each centre to one or more Resource Families (curated 
collections of language resources) https:// www. clarin. eu/ resou rcefa milies. 
K-centres were also inserted in the Tour de CLARIN27 initiative, which enabled 
them to showcase their expertise and services, as well as the research that they 
helped to develop. At the time of writing, CLARIN is seeking to strengthen the 
collaboration among K-centres, using the aforementioned rich set of descriptors to 
encourage collaboration over specific areas (such as sign language), thus creating 
an interoperable system of knowledge sharing. In the future, a similar approach may 

26 https:// www. clarin. eu/ conte nt/ knowl edge- centr es.
27 https:// www. clarin. eu/ Tour- de- CLARIN.

https://www.clarin.eu/resourcefamilies
https://www.clarin.eu/content/knowledge-centres
https://www.clarin.eu/Tour-de-CLARIN
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be extended to other aspects of the knowledge infrastructure, for instance, to the 
systematic creation and distribution of training materials.

3.2  Legal framework for interoperability

CLARIN offers its community access to a vast amount of language-related 
resources and tools that is distributed over 25 countries, or national consortia. It is 
not uncommon in the CLARIN community, say, to have a Dutch political scientist 
wanting to perform a study on post-war news coverage on the emerging influence 
spheres separating the West of Europe from the East of Europe. For this purpose, the 
scientist would like to get access to newspaper collections and TV news coverage 
from France, Germany, and Great Britain, but also from Poland, Czechoslovakia, 
and Finland between 1945 and 1955, all resources collected under different legal 
frameworks coming potentially under different licences. How could CLARIN help 
here?

The legal framework in the EU is intended to provide an interoperable space 
for various activities. This interoperability in legal framework can have two forms: 
harmonisation and unification. Harmonisation is introduced through EU Directives, 
which lay down certain minimum standards leaving the Member States the choice 
of exact measures to achieve them (in the process called national implementation). 
Intellectual Property Law, and especially Copyright Law, is highly harmonised 
at the EU level. Unification would be possible with Regulations, legal acts of 
the EU that apply directly in all EU Member States without the need for national 
implementation. As of now, no Regulations in the field of copyright (unlike in the 
field of data protection) exist.

Until recently, research was an area that was left to the discretion of the Member 
States. This still affects the sharing of research data and resources that can be 
achieved through a research infrastructure like CLARIN, as we need to find common 
legal ground that is applicable to research in all EU countries.

The intellectual property aspect of the legal space has been extensively discussed 
in Kelli et al. (2016, 2018a, 2019a) by members of the CLARIN Legal and Ethical 
Issues Committee. CLARIN recommends using Creative Commons licenses 
whenever possible (Oksanen and Lindén 2011). For all data sets, including those 
that cannot be made openly available, CLARIN offers a legal metadata classification 
system (Oksanen et  al., 2010) to inform users of potential restrictions that they 
need to be aware of when accessing and working with a data set. For data sets that 
cannot be made openly and publicly available, CLARIN also offers standard license 
templates for depositing data to be shared through CLARIN Centres (Kelli et  al., 
2018b). The part of the intellectual property framework affecting the possibilities 
to share research data has been extensively scrutinised by CLARIN, and we are 
eagerly awaiting new opportunities provided by the EU Directive on Copyright in 
the Digital Single Market (Kelli et al., 2020b).
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Despite the fact that all data cannot be made openly accessible, it is possible to 
use data to which one has lawful access for creating openly accessible language 
models. For a detailed discussion of this, see Kelli et al. (2020a).

During the last few years, the consequences of EU’s General Data Protection 
Regulation (GDPR) has been widely recognised (Kelli et al., 2021). Some leeway 
was given to individual EU member countries to implement exceptions for research 
and this has lead to differing practices for sharing personal data for academic 
research purposes (Kelli et al., 2019b; Lindén et al., 2020). In this context, it is par-
ticularly important to develop and promote best practices that can be re-used across 
CLARIN consortia, such as the one described below.

3.2.1  Use case: legal underpinnings for data collection in Finland

To illustrate how personal data can be collected and shared, we  present the legal 
underpinnings of the Donate Speech campaign involving more than 25 000 citizens 
in Finland donating more than 220.000 speech samples comprising roughly 4000 h 
of colloquial speech.28

Since the definition of personal data in the GDPR is very broad, significant 
parts of the speech material is personal data for various reasons, as e.g., metadata 
about the speaker (such as his or her name) may be linked directly to an identifiable 
person. In addition, the recognisable voice of a speaker may also be linked to a 
person if there is some other information about the speaker available. The content of 
the speech may include personal information, e.g., the speaker reveals what he was 
doing with his friends last weekend.

According to the GDPR, personal data shall be collected for specified, explicit 
and legitimate purposes and not further processed in a manner that is incompatible 
with those purposes. Therefore, it was essential to define the purpose as specifically 
and clearly as possible, but without unnecessarily limiting the possibilities for 
future re-use of the data. Considering all this, the following definition was adopted: 
Personal data is processed for the development and research of applications and 
services that understand and produce speech, as well as for language research and 
higher education related to these purposes.

The processing of personal data is lawful only if one of the legal bases specified 
in Article 6 of the GDPR applies. In the described use case, choosing consent as a 
legal basis was considered impractical, because of the requirement for specificity 
and the possibility for the data subjects to withdraw their consents at any time. 
Instead, legitimate interest was chosen to be the most appropriate basis. However, if 
it becomes necessary to process special categories of personal data listed in Article 
9 of the GDPR (e.g., political opinions, religious or philosophical beliefs or data 
concerning health or sex life) an explicit consent to the processing of such personal 
data is needed.

To inform the data subjects, i.e., the individuals who donate their speech to the 
campaign, two essential documents were drafted: (1) A short information page 

28 The practical background and the legal considerations of the particular collection campaign are more 
extensively elaborated upon in the CLARIN Book in the chapter on the campaign (Lindén et al., 2022).
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including simple conditions of participation, which briefly describes the campaign 
and asks the person to accept the terms. (2) A comprehensive data protection policy, 
which aims to describe in a comprehensible and clear way how personal data are 
processed in the campaign, gives some basic information on data protection and 
describes the rights of the donor in order to secure the data subject’s right to be 
informed.

The speech materials donated during the campaign are now stored in the 
Language Bank of Finland (Kielipankki), coordinated by the University of Helsinki 
as part of FIN-CLARIN. For academic researchers, the use of the data will be free of 
charge like the rest of the services of the Language Bank of Finland. For commercial 
use, a fee will be charged to cover handling costs.

4  CLARIN community management

This section highlights how CLARIN promotes the adoption of common practices 
within and across its various communities. It provides a description of its user 
involvement and knowledge sharing activities at the central and national level and 
also cites the scientific disciplines involved.

CLARIN has a strong focus on action lines that aim at increasing the uptake of 
the CLARIN services available. For this purpose, it is taking into account the dif-
ferent types of users: providers (who produce resources and tools and need to store 
and disseminate their results), SSH scholars (who use CLARIN to do better, faster 
and more innovative research) and educators (who teach new generations of scholars 
with a thorough understanding of the added value of digital scholarship). Under-
standing the needs of these user categories in general, and the specific needs of the 
different research communities in particular, is seen as a precondition for meaningful 
demonstrations of the vital importance of language data for discovering new ways 
for machines to interact with humans, and for humans to interact with machines. 
More generally, insight into user needs is seen as the foundation for generating last-
ing impact, and for fostering innovation based on language resources.

User involvement is crucial for stimulating the uptake of CLARIN services and 
the transfer of knowledge. CLARIN has action lines aimed at these objectives both 
at the central and at the national level, with activities coordinated by the central 
office and initiatives from the various national consortia. Mobility grants, especially 
targeted at young researchers, as well as event grants to support the organisation of 
thematic events, also play an important role.

To cite but a few recent examples, 2021 saw a number of such initiatives: 
the DELAD workshop about sharing corpora of Speech with Communication 
Disorders, a CLARIN Café on Best Practices for Preserving Oral Archives, and one 
on Linguistic Linked Open Data, and also various training events. User involvement 
events are also important to collect information about possible gaps in terms of 
interoperability in the infrastructure, such as missing resources, incompatibility 
between tools and resources, or lack of alignment between similar resources in 
different languages. Once the needs have been identified, specific instruments can 
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be put in place to fill the gaps, in the form of funded projects, new initiatives or task 
forces, leading to the creation of new resources or the improvement of old ones.

For instance, the series of ParlaCLARIN workshops was crucial to establish the 
need for a set of comparable parliamentary corpora, which in turn led to the funding 
of the ParlaMint initiative.29 In particular, such events allowed for the definition 
of guidelines for a common annotation scheme. The ongoing ParlaMint project is 
closely linked to the CLARIN Resource Families (RF) initiative, which addresses the 
need, expressed by DH researchers, for easy-to-use overviews of language resources 
organised by type. Parliamentary corpora were one of the first Resource Families, 
and the creation of this overview was instrumental to identify interoperability issues 
and missing corpora. More generally, a dedicated funding instrument is currently in 
place to support initiatives aimed at creating or improving resources, extending the 
ParlaMint model to other RFs. Finally the RF initiative, which involves the manual 
verification and curation of metadata, is crucial to identify possible interoperability 
issues at the LR description level. Missing or erroneous metadata are collected 
and centres are notified, so that the quality of metadata in the VLO can also be 
improved. More information on all of these initiatives can be found on the https:// 
www. clarin. eu/ parla mint portal.

Training initiatives can also be an important drive towards interoperability, in 
that they encourage the uptake of common standards and platforms within specific 
communities. It is evident that the uptake in the academic context is crucial for 
the dissemination of CLARIN resources and knowledge. An important sub-set 
of initiatives is aimed specifically at teachers and lecturers. The events organised 
thus far have proven to be of critical importance for identifying the needs in terms 
of training materials, and have led to the creation, now ongoing, of a CLARIN 
Learning Hub.30

4.1  Multimodal resources in CLARIN‑DK

One of the interoperability efforts in CLARIN has addressed the conversion of 
speech transcriptions from the CHAT format, used by the Conversation Analysis 
community, to the PRAAT textgrid format (Boersma and Weenink 2009), used 
by phoneticians and computational linguists. The more expressive PRAAT format 
makes it possible to automatically enrich transcriptions with information about 
pitch, intensity and formant contours, which in turn informs the analysis of the 
relation between speech and gestures. Conversion scripts were developed by the 
CLARIN K-centre at Carnegie Mellon University in the CLARIN-DK project. 
Researchers from the University of Copenhagen used the scripts to convert CHAT 
transcriptions of Danish spontaneous dyadic and triadic conversations collected 
and transcribed by researchers at the University of Southern Denmark to Praat31 
(MacWhinney and Wagner 2010). The Praat transcriptions were segmented 

30 https:// www. clarin. eu/ conte nt/ learn ing- hub.
31 The audio- and video-recordings are available at https:// samta lebank. talkb ank. org/.

29 https:// www. clarin. eu/ parla mint.

https://www.clarin.eu/parlamint
https://www.clarin.eu/parlamint
https://www.clarin.eu/content/learning-hub
https://samtalebank.talkbank.org/
https://www.clarin.eu/parlamint
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and time-stamped at the word level semi-automatically, the transcriptions were 
enriched with phonetic information, and the videos were annotated in ANVIL, a 
multimodal annotation tool popular in the software agent community (Kipp 2003). 
Gesture annotations, which comprise head movements, gaze, facial expressions, 
body posture and hand gestures, were coded according to the MUMIN annotation 
framework (Allwood et al., 2007).32 The resulting multimodal annotations have been 
the base for studies addressing, e.g., the automatic prediction of speakers from their 
gestural behaviour (Navarretta 2014), the comparison of multimodal feedback in 
different communicative situations (Navarretta and Paggio 2012), transfer learning 
applied to the prediction of the functions of head movements in a multimodal corpus 
using training data from other corpora in the same language (Navarretta 2013) or 
in different languages (Navarretta and Lis 2014) containing annotations at different 
granularity levels.

In ongoing work under the Danish funded network Multimodal Child Language 
Acquisition,33 researchers from the University of Copenhagen, the University of 
Hong Kong and the Chinese University of Hong Kong are combining and further 
developing the CHILDES-CHAT multilingual transcription conventions34 and the 
MUMIN annotation scheme to account for multimodal phenomena in bilingual and 
trilingual child language acquisition (Matthews et al., 2021). PRAAT and the multi-
modal tool ELAN35 are used in this work.

4.2  User‑initiated services for literary studies

From the start, CLARIN has offered its users a good range of tools for basic text 
analysis. However, the availability of the tools does not automatically imply their 
use in practice. In the following, we describe tool use, development, adaption, and 
user adoption in the Polish CLARIN consortium (CLARIN-PL).36

During the initial phase of CLARIN-PL, while cooperating with selected key 
users, it has been noticed that many of their processing needs could already be 
addressed by existing tools. Putting the existing tools into action, however, required 
users organising them into proper tool chains and performing some standard format 
conversions (Piasecki 2014). The definition of tool chains, say, by using the LPMN 
chain definition language (Walkowiak 2018), blocked users from getting their 
data processed. With end-users taking the role of intellectual sponsors, or tool 
co-designers, and providing example data, research questions about the data, and 
possible data annotations to answer them, a potential tool space opened up. This 
inspired CLARIN-PL developers to populate this space by implementing a family of 
web-based research applications on top of CLARIN-PL services using tool chaining 
and format conversions. With this setting, it is not surprising that almost every 

32 The MUMIN annotation schemes for ANVIL and for ELAN are available at CLARIN-DK, see http:// 
hdl. handle. net/ 20. 500. 12115/ 43.
33 https:// cst. ku. dk/ engli sh/ proje cts/ multi modal- child- langu age- acqui sition/.
34 https:// child es. talkb ank. org/.
35 https:// archi ve. mpi. nl/ tla/ elan.
36 http:// clarin- pl. eu.
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single functionality covered in the new tool space can be traced back to a specific 
researcher who suggested it. Below, we discuss two tools that have been developed 
with this methodology: LEM37 (Piasecki et al., 2018b) and WebSty38 (Piasecki et al., 
2018a).

LEM (Literary Exploration Machine) is a web-based application that provides 
users with a simple toolbox for carrying out basic statistical analyses of texts: a 
user inputs a set of text files, selects a processing task, and obtains its result as an 
Excel-based spreadsheet. The range of processing tasks is informed by incoming 
requests from users; it includes: lemmatisation (text to text), statistics of lemmatised 
proper names, entity graphs, word senses and their hypernyms, topic models, and 
verb characteristics. While LEM was originally targeted at literary scholars, end-
user requests helped defining processing tasks that are also useful for psychologists, 
sociologists, media scholars, and scholars from other fields. The easy extension of 
LEM with new functionality benefited from the modular, distributed, and parallel 
architecture of the CLARIN-PL Language Technology Centre (LTC), see (Piasecki 
et al., 2017).

Stylo39 (Eder et  al., 2016) is a well-known Python package for stylometry 
analysis. However, its effective use requires programming skills so that some users 
fail to use it to its full extent. WebSty (Piasecki et al., 2018a) has been designed to 
be a service-less alternative. WebSty is implemented on top of the LTC architecture, 
thus it has immediate access to all the language tools as modules in a pipeline. 
This allows for flexibility in defining stylometric features and offers efficiency in 
processing even large volumes of data. The LTC architecture automatically scales 
up and down according to the incoming requests, all kept in a queue. Additional 
computing processes are started, run in parallel and closed according to the requests 
(for tools of higher computational cost, a larger number of processes is instantiated). 
WebSty works on the basis of clustering texts and text fragments. It is equipped 
with a rich set of visualisation means (developed in response to users’ expectations) 
and tools for feature analysis, e.g., distinctive for different text clusters. WebSty 
was originally constructed only for Polish with the use of the best language tools 
for Polish, e.g., taggers or NERs, and only those that express good coverage and 
small error level. In response to users’ interest in conducting research on materials 
in other languages than Polish, the application was first expanded with support for 
Hungarian (cooperation with HunCLARIN40) and next with six more languages 
(English, French, German, Spanish, Russian, and Hebrew). In the multilingual 
version41 results of all tools are converted to Universal Tagset (Petrov et al., 2012) 
and to the UDPipe format (Straka and Straková 2017). A general processing 
service42 based on spaCy43 is provided as a default, but in case of all languages a 

40 https:// clarin. hu/ en.
41 http:// ws. clarin- pl. eu/ webst yml. shtml? en.
42 http:// ws. clarin- pl. eu/ spacy. shtml.
43 https:// spacy. io.

37 http:// ws. clarin- pl. eu/ lem. shtml.
38 http:// ws. clarin- pl. eu/ websty. shtml.
39 https:// github. com/ compu tatio nalst ylist ics/ stylo.
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set of tools performing the best in stylometric analysis of the given language has 
been identified with the help of interested users or the team of the given CLARIN 
partner. For all supported languages, a test set of literary works was also collected 
to evaluate a given language version of the application. WebSty was next used as 
a basis for development of research tools for topic modelling and clustering-based 
semantic analysis of text collections.

4.3  Digital Humanities in Germany

There is a very active Digital Humanities (DH) community in Germany that spans 
over a wide range of humanities disciplines. In 2012, DH scholars from the German-
speaking countries formed their own professional association DHd (short for: 
Digital Humanities im deutschsprachigen Raum), which currently has more than 
400 members and which organizes annual scientific meetings with large numbers 
of participants. At present, their research infrastructure needs are served by the 
NFDI4Culture and Text+ consortia, which are funded under the National Research 
Data Infrastructure (NFDI) program of the DFG, as well as by the CLARIAH-DE, 
CLARIN-D, and DARIAH-DE research infrastructure consortia. Additional NFDI 
consortia, NFDI4Objects and NFDI4Memory, have been approved in fall 2022 
and are expected to start in early 2023. From the very start of the CLARIN-D 
project in 2006, disciplinary working groups in the areas of Linguistics, Literary 
Studies, Cognitive Psychology, History, Political and Social Sciences, and various 
Philologies were formed with the aim of helping to articulate the research needs 
of the scientific communities involved, to organise DH training events, to prioritise 
the curation of digital data and of software services, and to integrate such resources 
into the distributed network of CLARIN-D Centres. Such curation activities led, 
inter alia, to the compilation of the Germaparl corpus of parliamentary protocols 
(Blätte and Blessing 2018) and to the annotation tool WebAnno (Yimam et  al., 
2013; de Castilho et al., 2014) for the manual annotation and postediting of corpus 
data. Both resources are widely used in Germany and many other countries, and 
have been made interoperable with other annotation tools such as WebLicht and 
with other data sets such as the corpus collection developed by the PARLAMint 
initiative.

In the area of training, members of the CLARIN-D initiative have regularly 
offered training events for young researchers to familiarise them with the use of 
CLARIN-D corpus resources and associated software tools and services. On a 
regular basis, the CLARIN-D consortium has also contributed training courses to 
the scientific program of the European Summer University in Digital Humanities 
(ESU), organised by Elisabeth Burr and her team and held annually for many years 
at the University of Leipzig.

4.4  Digital Humanities in Poland

In 2005, when the CLARIN project was conceived, the Polish language was 
considered a low-resourced language; it had only a few corpora of limited extent, 
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a single tagger, a small wordnet, but also a good-coverage morphological analyser. 
As a result, there was little SSH scholars could use to drive their research with the 
computer-supported analysis on Polish texts. Thus, the main CLARIN objectives for 
the Polish national consortium were two-fold, the development of robust language 
technology (LT) for Polish, and the building of a community of SSH researchers 
interested in the development of the digital paradigm. From the very beginning, 
CLARIN-PL members subscribed to the open science paradigm (later known as 
FAIR principles) and a consortium of six partners was established in 2006.44 The 
common denominator of the six partners was the shared understanding that all 
language resources and tools (LRTs) shall be free. Benefiting from the funding 
of several projects at national and European level, CLARIN-PL had managed 
to significantly improve the state of Polish LT before the 2013 launch of the 
CLARIN-PL construction phase – Poland is a CLARIN member since 2012.

In 2013, a bidirectional model for the development of Polish LT research 
infrastructure was proposed (Piasecki 2014), on the one hand, the provision of 
access to NLP-based research tools, and on the other hand, the further development 
of the tool space to fill-in the gaps for both resources coverage and tool functionality. 
A B-type CLARIN centre offers users a data repository and serves as an access point 
to central services and web-based tools. With regard to the tool space, the BLARK 
proposal (Krauwer 2003) was chosen as a reference point for the development 
of a suite of fundamental Polish LRTs, with a clear emphasis on tools that SSH 
researchers need, see Piasecki (2014).

To better identify users’ needs, CLARIN-PL invited researchers familiar with, 
or interested in, digital methods to become key users. CLARIN-PL asked those 
users for tool functionality they wish to see realised, and offered person-months 
to work together on tool prototypes while they were sharing their expertise, time 
and data with developers. Starting from a few seed-users, the network of key users 
has been continuously growing since then, very often on the basis of individual 
recommendations. Once the first tool prototypes became available, CLARIN-PL 
initiated hands-on training workshops at users’ home institutions around Poland. 
While the first events had a rather large audience ( ≈ 80 participants), later events 
aimed at more manageable audiences, with a better focus on specific domains, 
groups of researchers, or processing tasks. The most fruitful workshops were those 
where participants could play with the new tools using their own data, fuelled by 
their specific research interests. In addition to the training aspect, it is worth to 
note that, very often, such events informed the further development of the tools 
themselves. Listening to end-users, the BLARK-guided development of LRTs was 
revised, a further development of deep parsers was stopped, and more development 
resources were shifted towards language modelling and distributional semantics 
(e.g., different forms of embeddings).

On the grander scale, CLARIN-PL supported efforts in establishing the Polish 
national node of DARIAH. Most of the DARIAH-PL members are CLARIN-PL 
users, and in the DARIAH-PL investment project (started in 2021), CLARIN-PL 

44 https:// clarin- pl. eu.

https://clarin-pl.eu
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plays the role of LT supplier with the focus on building technological interfaces 
linking it with this emerging new infrastructure.

4.5  Digital Humanities in Latvia

Many fundamental LRTs are well known and widely used by almost every citizen of 
Latvia. Consider, for instance, https:// tezau rs. lv, which has become an indispensable 
and widely cited Latvian dictionary (Spektors et al., 2016, 2019). However, many 
SSH researchers in Latvia still have insufficient knowledge on how NLP techniques 
can help to solve specific research questions. CLARIN-LV addresses this issue by 
organising dedicated seminars and tutorials45 for them through the CLARIN SAF-
MORIL K-Centre.46

The goal of supporting and educating Digital Humanities researchers has also 
been pursued by the Digital Humanities Initiative in Latvia.47 Since 2020, this 
initiative is supported through several collaborative projects, for example, Language 
Technology Initiative project of Recovery and Resilience Facility and several 
projects of the state-funded research programme “Digital Resources for Humanities: 
Integration and Development”, with the CLARIN-LV consortium as a project 
partner. These projects support a wider application and further development of the 
existing digital resources and tools specifically for the Humanities to advance Digital 
Humanities research and education in Latvia. They provide a balanced and diverse 
programme, including educational initiatives, integration of similar humanities 
resources to prevent their fragmentation, as well as carrying out an analysis of the 
use and the users of Digital Humanities tools and resources to understand their 
effectiveness and to suggest ways to improve their usability for different target 
groups.

The cooperation and synergy with CLARIN-LV was established not only through 
the creation and adaptation of LRTs, but also by the prevention of tool fragmentation 
or unneeded duplicatory work, as well as by ensuring wider visibility and improved 
public access. While these projects cover many different activities, in this subsection 
we highlight two indispensable LRTs that have been adapted and customised for use 
in Digital Humanities:

– korpuss.lv – a central language corpus platform in Latvia. Our aim is to make the 
corpus platform available to any research group or individual researcher/student 
by supporting not only querying the available Latvian text corpora, but also 
allowing to process and deploy new text corpora on the shared platform (Saulite 
et al., 2022).

– NLP-PIPE48 – a scalable CLARIN integrated NLP pipeline as a service 
for Latvian, supporting the annotation of Latvian texts both grammatically 

45 Seminar materials available at: https:// www. clarin. lv/ lv/ clarin- latvi ja- semin ari.
46 https:// www. kieli pankki. fi/ safmo ril/.
47 http:// digit alhum aniti es. lv.
48 http:// nlp. ailab. lv

https://tezaurs.lv
https://www.clarin.lv/lv/clarin-latvija-seminari
https://www.kielipankki.fi/safmoril/
http://digitalhumanities.lv
http://nlp.ailab.lv
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and semantically (Znotins and Cirule 2018). Its capability for named entity 
recognition is being integrated into the Latvian literature platform,49 allowing the 
automatic identification of person names, place names, and events mentioned in 
texts; different Latvian NLP tools are being applied on the text analysis platform 
of the Latvian National Digital Library.50

4.6  Beyond academia

CLARIN has industrial-strength solutions for the archiving, processing, and 
automatic enrichment of language resources that may be also applied to complex 
multimodal resources that involve or are linked to language resources. Thus, 
CLARIN’s relevance or impact goes beyond traditional research in the Social 
Sciences and Humanities and encompasses the entire GLAM sector (galleries, 
libraries, archives, and museums). CLARIN has a long-standing cooperation with 
Europeana,51 a web portal created by the European Union that gives users access to 
digitised cultural heritage collections of more than 3,000 institutions across Europe. 
Some of Europeana’s metadata, for instance, is ingested into the CLARIN VLO. At 
the national level, CLARIN-PL investigated the use of its named entity recognition 
service for the augmentation of documents’ metadata in the Polish National library.

CLARIN-PL expertise and NLP services have also been put to use in a number of 
public service institutions:

– Services for sentiment analysis and the semantic analysis of texts based on topic 
modelling and clustering are used by the Centre For Strategic Analysis of The 
Chancellery of the Prime Minister of Poland.

– Services and resources (lexical semantic resources and word embeddings) 
have been developed in cooperation with the Educational Research Institute in 
Warsaw for the processing of qualification descriptions.

– A prototype for the automated recognition of abusive clauses in consumer agree-
ments has been built for the Polish Office of Competition and Consumer Protec-
tion; this including the provision of training and test data.

CLARIN’s expertise also attracts interest from business partners. Since 2013, tools 
from CLARIN-PL, for instance, have been used by more than 100 industrial users, 
raising the prospect for CLARIN-PL and other CLARIN consortia to systematically 
seek and profit from industry partnerships. In Poland, the CLARIN-PL-Biz project52 
addresses the issue with a two-legged approach: it will spend 60% of its resources 
with the aim at providing open research for all, and for the remaining 40%, it aims 
at securing industry contracts to deliver custom-made infrastructural LT services 

52 https:// clarin. biz.

49 https:// liter atura. lv/.
50 https:// lndb. lv/.
51 https:// www. europ eana. eu.

https://clarin.biz
https://literatura.lv/
https://lndb.lv/
https://www.europeana.eu
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to industry. The CLARIN-PL-Biz project has started with an initial investment of 
around 30 million Euros. Its main objectives are the further development of language 
resources and tools for Polish (and their linkage with other Slavic languages but also 
English) so that they can be used in a robust manner. Furthermore, it is planned to 
build a set of infrastructural LT services for selected application domains such as 
the training of speech corpora, dialogue analysis, semantic indexing and processing, 
contextual question-answering as well as personalised sentiment and emotion 
analysis. Nearly a third of the initial investment sum will fund the construction of a 
high-performance computing cluster and a repository centre for data storage. So far, 
CLARIN-PL-Biz obtained almost 4.4 million Euros worth of in-kind contributions 
(e.g., in terms of software licences and person-months) from more than 30 business 
partners, who also contribute in terms of LRT requirements analysis. It is hoped that 
the partner’s involvement transforms into commercial products, whose technological 
development feeds back into the open science arm of the project.

5  Related work

The CLARIN research infrastructure offers its community an interoperable LT plat-
form with access to a wide range of geographically distributed NLP tools and data, 
and a knowledge hub consisting of a growing number of K-centres providing users 
with knowledge in many areas of expertise. Community building is a central, on-
going task in CLARIN, and is performed in strong cooperation with CLARIN’s 
national consortia. With its focus on language-related resources and tools, CLARIN 
complements research infrastructures in Europe that have a different or wider scope.

Other infrastructure projects focused on language data include the European 
Language Grid (ELG) and European Language Resources Coordination (ELRC). 
ELG53 provides a scalable cloud platform for the entire European LT community, 
including research and industry, enabling providers, developers, integrators and 
consumers to share services, tools, products, datasets and other language resources 
(Rehm 2023). The platform also enables exchange of standardised metadata records. 
ELRC54 is an initiative aimed at managing the relevant language resources in all 
official languages of the EU Member States, in order to help improve the quality, 
coverage and performance of automated translation solutions in the context of 
current and future digital services (Lösch et  al., 2018). ELRC has also set up a 
network of experts, called National Anchor Points. Language resources collected or 
developed (mainly through focused web crawling) within the ELRC framework are 
made available via the ELRC-SHARE repository55(Piperidis et al., 2018). Some of 
the institutions and researchers participating in the two projects are also members 
of CLARIN, and they also provide some of the resources distributed in CLARIN 
via the two projects’ platforms demonstrating the reusability of these resources 

53 https:// live. europ ean- langu age- grid. eu.
54 https:// www. lr- coord inati on. eu/.
55 https:// www. elrc- share. eu.

https://live.european-language-grid.eu
https://www.lr-coordination.eu/
https://www.elrc-share.eu
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and following the strategy in Open Science that resources and services should be 
searchable in different contexts and reusable by different communities.

DARIAH is the research infrastructure closest to CLARIN.56 Also, pan-European 
by design, it aims at supporting digitally-enabled research and teaching across 
the Arts and Humanities. Compared to CLARIN, which has a strong focus on 
Linguistics and NLP processing tools, DARIAH’s target audience is hence broader 
in scope. DARIAH’s Social Sciences & Humanities Open Marketplace,57 for 
instance, lists around 1600 tools and services, including around 160 tools that can be 
used for annotating data (including, for instance, the WebLicht workflow engine and 
the Switchboard), but also many other tools in other areas. In part, the overlap can 
be explained by the CLARIAH-DE58 and CLARIAH-NL59 projects, which resulted 
from a merger of the respective national infrastructures in Germany and in The 
Netherlands.

The CESSDA consortium is another European Research Infrastructure Consor-
tium.60 for the Social Sciences. CESSDA has a stronger focus on data and metadata, 
aiming at providing services to support researchers (data producers) to describe and 
store their data. Its main service for finding relevant data sets is the CESSDA Data 
Catalogue, which mirrors the functionality of the CLARIN VLO. For the descrip-
tion of data, it provides a Vocabulary Service of controlled vocabularies (similar to 
the CLARIN concept registry) and the ELSST Thesaurus.

In the Life Sciences, the scientifc workflow system Galaxy is very prominent and 
widely used.61 While in principle largely domain agnostic, the Galaxy tool space is 
dominated by tools from the areas of metagenomics, proteomics, genome assembly 
and annotation, and from other areas in bioinformatics. With bioinformatics being 
data driven by nature, Galaxy also offers tools and workflows for statistical analyses 
and machine learning, and also provides access to interactive environments such 
as R62 and Jupyter notebooks.63 The Galaxy project in a global undertaking with 
a strong presence in Europe. It offers its growing communy a good collection 
of training materials and organises regular training workshops. The European 
community is engaged in several projects at European, national, and regional level. 
In the US, the Language Application Grid provides its own instantiation of a Galaxy 
server, offering its users scientific workflows for NLP analyses.

56 https:// www. dariah. eu.
57 https:// marke tplace. sshop enclo ud. eu.
58 https:// www. clari ah. de.
59 https:// www. clari ah. nl/.
60 https:// www. cessda. eu/.
61 https:// galax yproj ect. org.
62 https:// www.r- proje ct. org.
63 https:// jupyt er. org.

https://www.dariah.eu
https://marketplace.sshopencloud.eu
https://www.clariah.de
https://www.clariah.nl/
https://www.cessda.eu/
https://galaxyproject.org
https://www.r-project.org
https://jupyter.org
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6  Concluding remarks

The CLARIN consortium subscribes to the Open Science agenda where access to 
resources is provided adhering to the FAIR principles for data management. As 
underlined by several prominent bodies such as the European Commission (Collins 
et al., 2018), the added value of the Open Science agenda and the underlying values 
are to be sought in the way they stimulate research communities to work towards the 
realisation of the objectives, rather than considering features such as interoperability 
as an absolute condition for acceptance by the ecosystem. Interoperability can only 
be pursued effectively if it is not just targeted at technical levels; technology must be 
embedded in a culture that is characterised by attention to all social, political, and 
organisational factors that impact system-to-system performance.

Interoperability is at the heart of the CLARIN infrastructure. At the technical 
level, interoperability allows CLARIN to effectively operate a distributed network 
of data and tool providers. A common metadata framework, with semantic 
interoperability at its heart, is crucial for the Virtual Language Observatory to give 
users access to a large and diverse set of resources. CLARIN’s work on common 
vocabularies and standards, its consideration of legal issues and licences makes sure 
that resources and their data can be used across national boundaries. The technical 
infrastructure, however, must be complemented with a knowledge infrastructure. 
The education of CLARIN users in many different aspects is a precondition for 
an effective use of the technical infrastructure. Users (and different user groups) 
need to be aware of (i) the tools that exist in the community (e.g., the Switchboard 
helps users to explore the CLARIN tool space given their actual data); (ii) the huge 
amounts of research data already available and ready for reuse (e.g., the VLO to 
explore all kinds of language-related research data); and (iii) the licences CLARIN 
promotes to publish their research data in CLARIN repositories so that they can be 
reused by others. All this includes basic knowledge about CMDI so that research 
data and tools can be described as concise and precise as possible. Training activities 
as carried out by the 25+ K-centres make sure that interoperability in the technical 
sense of the term carries over to interoperability on the mindset of the CLARIN 
community. An attractive technical infrastructure in place, with users being 
knowledgeable about the effective use of resources and tools, together with all kinds 
of events and measures to support community building, will automatically yield 
an increasing user community that benefits from the infrastructures, contributes to 
them, and hence ensures CLARIN’s sustainability for the many years coming.
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