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Abstract. We present the LX-SemanticSimilarity web service and the
respective demo, offered as an online service for human users. The web
service provides an API to common operations over the LX-DSemVectors
word embeddings for Portuguese without requiring the embeddings to be
loaded locally.
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1 Introduction

Distributional semantic models, also known as word embeddings, represent the
meaning of an expression as a high-dimension vector of real numbers. This vecto-
rial representation of meaning allows, among other possibilities, to reify semantic
similarity in terms of distance in a vector space. Having a way to quantitatively
measure semantic similarity has opened up many avenues of research that ex-
plore how the integration of distributional features can improve a variety of
natural language processing tasks, such as determining similarity between words
[4], formal semantics [1], sentiment analysis [2], etc.

High-quality embeddings are hard to obtain due to the amount of data and
computational effort required. LX-DSemVectors [7] are publicly available word
embeddings for Portuguese and their existence helps in this regard, though they
still require a great deal of RAM to operate and some technical skills, which
may pose problems for some researchers, including from the Digital Humanities.
In this paper, we present the LX-SemanticSimilarity web service, which pro-
vides access to the LX-DSemVectors through an API with several operations
commonly used on such semantic representations.

* The research presented here was partly supported by the ANI/3279/2016 grant,
by the Infrastructure for the Science and Technology of the Portuguese Language
(PORTULAN / CLARIN), and by a Juan de la Cierva grant (IJCI-2016-29598).
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2 LX-DSemVectors embbedings and LX-LR4DistSemEval
evaluation datasets

LX-DSemVectors [7] are the first publicly available word embeddings for Por-
tuguese. Trained over a corpus of 1.7 billion words, these embeddings were evalu-
ated over the LX-4WAnalogies dataset [7], a translation of the de facto standard
English dataset for analogies [4], and were found to have a performance at the
level of the state-of-the-art.

LX-LR4DistSemEval [5] is a collection of datasets adapted via translation
from various English gold standard datasets for different mainstream evaluation
tasks for embeddings, namely the analogy task, the conceptual categorization
task and the semantic similarity task. These datasets provide a standard way
to intrinsically evaluate and compare distributional semantic models for Por-
tuguese.

3 LX-SemanticSimilarity

The embeddings in LX-DSemVectors require nearly 6 GB of RAM when loaded,
making them unfeasible to use on many desktop computers. We have found that
loading them on a server and accessing them through a web service help to neatly
circumvent this issue.

3.1 Web service

The LX-SemanticSimilarity web service exposes an API with operations com-
monly used on word embeddings, namely getting the (cosine) similarity between
two words, and also between two sets of words; finding the top-n most simi-
lar words, allowing to specify words that contribute positively and words that
contribute negatively; and getting the n words closest to a given word.

The server works as a XML-RPC wrapper around the gensim [6] library.
Having a standard protocol like XML-RPC makes it easy to use any of a variety
of programming languages on the client side, as seen in the following example in
Python that queries the service to get the similarity between the words “batata”
(potato) and “banana”:

import xmlrpc.client

lxsemsim = xmlrpc.client.ServerProxy(url)

result = lxsemsim.similarity("batata", "banana")
print (result)

3.2 Online service and demo

The LX-SemanticSimilarity online service/demo (http://Ixsemsimil.di.fc.ul.pt/)
is built on top of the web service and showcases some simple examples of pos-
sible applications of embeddings. The users are presented with two modes of
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The cosine similarity between banana and garrafa is 0.27519764857304696

2D 1SNE embedding for banana and garrafa
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Fig. 1. Examples of output by LX-SemanticSimilarity online service and demo

operation: They can either (i) provide two words to see their distance and an
interactive visualization of their surrounding vector-space; or (ii) provide a single
word to see a list of the most similar words to it, in a tabular format and as a
word cloud. The outputs of these two modes are exemplified in Figure 1.

The first mode is supported by the t-SNEJS JavaScript library,® an imple-

mentation of the t-SNE [3] dimensionality reduction technique; while the word-
cloud image is generated by resorting to the wordcloud* Python package.
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