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Abstract
The frustratingly easy domain adaptation technique proposed by Daumé III (2007) is simple, easy to implement, and reported to be
very successful in a range of NLP tasks (named entity recognition, part-of-speech tagging, and shallow parsing), giving us high hopes
of successfully replicating and applying it to an English<+Portuguese hybrid machine translation system. While our hopes became
“frustration’ in one translation direction — as the results obtained with the domain-adapted model do not improve upon the in-domain
baseline model — our results are more encouraging in the opposite direction. This paper describes our replication of the technique and
our application of it to machine translation, and offers a discussion on possible reasons for our mixed success in doing so.

1. Introduction

Frustratingly easy domain adaptation (EasyAdapt) is a
technique put forward by Daumé IIT (2007) that allows
learning algorithms that perform well across multiple do-
mains to be easily developed. The technique is based on
the principle of augmenting features from source language
text in one domain — for which there might be more training
data available — with features from text in a second, target
domain in order that this domain is represented within a
larger quantity of input data that can be fed to a learning
algorithm. As well as purportedly being ‘incredibly’ easy
to implement, the technique is shown to outperform exist-
ing results in a number of NLP tasks, including named en-
tity recognition (NER), part-of-speech (POS) tagging, and
shallow parsing.

Against this backdrop, we had high hopes of replicating
the EasyAdapt technique and implementing it in the hy-
brid tree-to-tree machine translation (MT) system (Silva
et al., 2015; Dusek et al., 2015) we have been develop-
ing as part of the QTLeap project'. While our system
— based on the hybrid MT framework TectoMT (Zabokrt-
sky et al., 2008) — had been primarily trained on the much
larger and broader-domained Europarl (EP) corpus (Silva
et al., 2015; Dusek et al., 2015), we recently constructed a
smaller, in-domain (IT) corpus of parallel questions and an-
swers taken from real users’ interactions with an informa-
tion technology company’s question answering (QA) sys-
tem. Having initially obtained slightly improved results
using this small in-domain corpus to train our MT system
in the English<»Portuguese directions, we saw a potential
benefit to replicating the EasyAdapt model and using it to
produce larger, targeted training data encompassing both
corpora.

In this paper, we report our results from replicating the
EasyAdapt technique and applying it to the maximum en-
tropy (MaxEnt) transfer models on which our hybrid tree-
to-tree MT system is based, thus making use of an augmen-
tation of features from both the larger, broader domain (EP)
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corpus and the smaller, in-domain (IT) corpus. Despite our
initial results being slightly better when training our sys-
tem on the IT corpus than with the much larger EP corpus,
we were left frustrated after seeing encouraging results in
only one translation direction when combining the two us-
ing the EasyAdapt model. As well as reporting our results
using the EasyAdapt model, we also describe why — despite
having been shown by Daumé III (2007) to be a successful
technique for a range of NLP tasks — our attempts to repli-
cate the model for our MT system did not lead to similarly
improved results in both translation directions.

2. Hybrid Tree-to-Tree MT

The QTLeap project explores deep language engineering
approaches to improving the quality of machine transla-
tion, and involves the creation of MT systems for seven
languages paired with English: Basque, Bulgarian, Czech,
Dutch, German, Portuguese, and Spanish. The systems
are being used to translate the questions posed by users
of an IT company’s interactive QA system from their na-
tive language into English (the primary language of the QA
system’s database), using these machine-translations to re-
trieve the most similar questions and their respective an-
swers from said database. The retrieved answers are then
machine-translated back into the user’s native language — if
they have not already been translated before — to complete
the cycle and provide users with an answer to their initial
question.

For English«+Portuguese, our translation pipeline is
based on the tectogrammatical hybrid-MT framework Tec-
toMT (Zabokrtsky et al., 2008) and follows a classical
analysis—transfer—synthesis structure with the transfer
taking place at a deep syntactic (tectogrammatical) level of
representation.

2.1. Analysis

The analysis of input sentences is performed in two stages:
the first stage takes the raw string representation and pro-
duces a surface-level analytical tree (a-tree) representation;
the second stage takes the a-tree and produces a deeper tec-
togrammatical tree representation (t-tree). Figure 1 shows
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Figure 1: Trees at several stages of the analysis-transfer-synthesis of the pipeline.

the a-trees and t-trees of a short sentence as it is translated
from English to Portuguese.

In the surface-level analytical tree representation of a sen-
tence (a-tree), each word is represented by a node and
the edges represent syntactic dependency relations. Nodes
have several attributes, the most relevant being the lemma,
part-of-speech tag, and morphosyntactic features (gender,
number, tense, person, etc). By contrast, in the tectogram-
matical tree representation (t-tree) only content words
(nouns, pronouns, main verbs, adjectives and adverbs) are
represented as nodes, but the t-tree may also contain nodes
that have no corresponding word in the original sentence,
such as nodes representing pro-dropped pronouns.

2.1.1. Surface-level analysis

For the initial surface-level analysis we use
LX-Suite (Branco and Silva, 2006), a set of shallow
processing tools for Portuguese that includes a sentence
segmenter, a tokenizer, a PoS tagger, a morphological
analyser and a dependency parser. All of the LX-Suite
components have state-of-the-art performance. The trees
produced by the dependecy parser are converted into the
Universal Stanford Dependencies tagset (USD) proposed
by de Marneffe et al. (2014). Additionally, the part-of-
speech and morphological feature tags are converted into
the Interset tagset (Zeman, 2008).

2.1.2. Deeper analysis

The second analysis stage transforms the surface-level
a-trees into deeper t-trees. This transformation is purely
rule-based; some rules are language-specific, others are
language-independent. The two most important transfor-
mations are: (1) drop nodes corresponding to non-content
words (articles, prepositions, auxiliary verbs, etc) and (2)
add nodes for pro-dropped pronouns. Because all TectoMT-
based translation pipelines adopt a universal representation
for a-trees (USD and Interset), the language-independent
rules are shareable across pipelines, reducing the amount
of work needed to add support for new languages.

2.2. Transfer

The transfer step is statistical and is responsible for trans-
forming a source-language t-tree into a target-language

t-tree. It is assumed that the source and target t-trees are
isomorphic, which is true most of the time, given that at
the tectogrammatical representation level, most language-
dependent features have been abstracted away. Thus, the
transformation of a source-language t-tree into a target-
language t-tree is done by statistically transferring node
attributes (t-lemmas and formemes) and then reordering
nodes as needed to meet the target-language word order-
ing rules. Some reorderings are encoded in formemes, as
for example adj:prenon and adj:postnom, which represent
prenominal and postnominal adjectives respectively.

2.2.1. Transfer Models

The transfer models are multi-label classifiers that predict
an attribute (t-lemma or formeme) of each target-language
t-node given as input a set of attributes of the correspond-
ing source-language t-node and its immediate neighbours
(parent, siblings and children). There are separate models
for predicting t-lemmas and formemes, but other than the
different output labels, the input feature sets are identical.
Two kinds of statistical models are employed and interpo-
lated: (1) a static model that predicts output t-lemmas (or
formeme) based solely on the source-language t-lemma (or
formeme), i.e. without taking into account any other con-
textual feature, and (2) a MaxEnt model? that takes all con-
textual features into account.

2.3. Synthesis

The synthesis step of the pipeline is rule-based and relies
on two pre-existing tools for Portuguese synthesis: a verbal
conjugator (Branco and Nunes, 2012) and a nominal inflec-
tor (Martins, 2006). Besides these synthesis tools, there are
rules for adding auxiliary verbs, articles and prepositions as
needed to transform the deep tectogrammatical representa-
tion into a surface-level tree representation, which is then
converted into the final string representation by concatenat-
ing nodes (words) in depth-first left-to-right tree-traversal
ordering (adding spaces as needed).

2there is one MaxEnt model for each distinct source-language
t-lemma (or formeme) so, in fact, we have an ensemble of MaxEnt
models



3. Frustratingly Easy Domain Adaptation

The ‘frustratingly easy domain adaptation’ (EasyAdapt)
technique (Daumé III, 2007) is a simple feature augmen-
tation technique that can be used in combination with many
learning algorithms. The application of EasyAdapt for var-
ious NLP tasks, including Named Entity Recognition, Part-
of-Speech Tagging, and Shallow Parsing was reported as
successfull. Even if EasyAdapt is not directly applicable
to the models typically used in Statistical Machine Transla-
tion, a similar approach has been shown to improve results
for translation as well (Clark et al., 2012).

Although EasyAdapt has been developed in the context of
domain adaptation, it is best described as a very simple,
yet effective, multi-domain learning technique (Joshi et al.,
2012). In EasyAdapt, each input feature is augmented with
domain specific versions of it. If we have data from K do-
mains, the augmented feature space will consist of K + 1
copies of the original feature space. Each training/testing
instance is associated with a particular domain, and there-
fore two versions of each feature are present for a given
instance: the original, general, version and the domain spe-
cific version.

The classifier may learn that a specific feature is always im-
portant, regardless of the domain (and thus it will rely more
on the general version of the feature), or it may learn that
a specific feature is relevant only for particular domain(s)
and thus rely more on the relevant domain specific features.
As a result, we obtain a single model which encodes both
generic properties of the task as well as domain specific
preferences.

We implemented EasyAdapt in our MaxEnt transfer mod-
els by adding, for each original feature f, a feature fy if the
training/testing instance is from domain d. In the experi-
ments below, there are only two domains, the IT domain,
which we regard as in-domain for the translation system,
and the EP domain, which is out-of-domain for our transla-
tion system. 3.

4. Experiments

We performed a total of 24 experiments, evaluating
four different models on three testsets (models and test-
sets outlined below) and in both translation directions —
English—Portuguese and Portuguese—English.

4.1. Models

The smaller, in-domain parallel corpus we created for
training the transfer models comprises 2000 questions and
2000 answers collected from real user interactions with the
QA-based chat system used by an information technology
company to provide technical assistance to its customers.
The out-of-domain corpus is the English and Portuguese-
aligned version of Europarl (Koehn, 2005).

From these two corpora, we created four models: IT
(trained with what we consider to be our in-domain data
only, the 4000 sentences from the user interactions with
the QA system), EP (trained with what we consider to be

*Below, we also apply our models to a third domain, News, but
since we do not train on that domain, there is no point in having
News-specific features

our out-of-domain data only, the Europarl corpus), IT+EP
(a trivially domain-adapted model obtained by concate-
nating both the IT and the EP corpora), and finally the
EasyAdapt model (a domain-adapted model created by us-
ing the EasyAdapt technique to combine features from both
corpora).

4.2. Testsets

We have used three testsets for evaluation: IT (an in-
domain testset composed of 1000 questions and 1000 an-
swers collected from the same real user interactions with
the QA-based chat system as the previously described
model, but with no overlap with the corpus used for train-
ing), News (an out-of-domain testset with 604 sentences
from the news domain, created by manually translating a
subset of the testset used in the WMT12 tasks* into Por-
tuguese in the context of the QTLeap project), and EP (the
first 1000 parallel sentences in English and Portuguese from
the Europarl corpus).

Note that the News testset is from a different domain than
either of the other two corpora (IT and EP) used for training
—we wanted to experiment with this additional testset to see
whether or not the EasyAdapt model is more general than
the model obtained by simply concatenating both corpora
(IT+EP).

4.3. Results

Tables 1 and 2 show the BLEU (Papineni et al., 2002) and
NIST (Doddington, 2002) scores obtained with the four
models on the three testsets for the English—Portuguese
and Portuguese—English translation directions respec-
tively. Frustratingly, the EasyAdapt model did not out-
perform the baseline in-domain model (IT) on the in-
domain (IT) testset for English—Portuguese. However, the
EasyAdapt model was the best performing model in the
Portuguese—English direction. In this context, our initial
goal of improving in-domain translation by learning from a
larger out-of-domain corpus augmented with features from
a smaller, targeted in-domain corpus using the EasyAdapt
model has been met with mixed success.

For the better performing direction of
Portuguese—English, the scores obtained using the
EasyAdapt model outperform other models on all but the
EP testset, for which they are only slightly behind. This
suggests that in the scenario that we need to use a single
model to translate two domains instead of a separate model
for each domain — to ease memory concerns, perhaps — the
EasyAdapt model would likely be a much better option
than simply concatenating the corpora from both domains.
Furthermore, the EasyAdapt model is the best performing
model when translating texts from a third (News) domain.

5. Discussion

Although the EasyAdapt model was effective in the
Portuguese—English direction, we were disappointed that
the same good results were not obtained for in-domain
translation in the English—Portuguese direction. Consider-
ing possible reasons for this, we note that the development

*http://www.statmt.org/wmtl2/test.tgz



of our hybrid MT system has so far been more heavily con-
centrated on the English—Portuguese direction given that
— as described in section 2. — this is the direction whose
translation will be presented to end users. As a result, the
system was weaker in the Portuguese—English direction to
begin with.

With this in mind, we expect that there is more room
for the EasyAdapt model to impact on results in a pos-
itive manner in the Portuguese—English than in the
English—Portuguese translation direction, and that this is
why we see improvements in translation quality when us-
ing the model in this direction. This is also likely when
we consider that the kinds of tasks for which Daumé III
(2007) reported improved performance — pos tagging, shal-
low parsing etc. — are surface-level in nature, as are both
the shallow-processing tasks used in the analysis phase and
the rule-based components used in the synthesis phase of
the hybrid MT system.

Considering the synthesis steps in particular, the
fact that the Portuguese components used in the
English—Portuguese direction are more matured and have
received more attention than their Portuguese—English
counterparts may simply mean that these components
already perform well enough that no real improvements
can be seen from using the EasyAdapt model, in contrast to
the equivalent components in the opposite direction which
are less mature and therefore improved by adopting the
EasyAdapt model.

Testset
Model IT News EP
BLEU NIST BLEU NIST BLEU NIST
IT 2281 647 4.10 321 425 272
EP 18.73 560 8.03 446 8.00 4.39
IT+EP 21.25 6.09 7.84 443 7.89 436

EasyAdapt 22.63 6.44 813 440 7.82 443

Table 1: BLEU and NIST scores obtained with four transfer
models (rows) in three different domain testsets (columns)
for the English—Portuguese direction.

Testset
Model IT News EP
BLEU NIST BLEU NIST BLEU NIST
IT 1378 497 277 290 241 2.50
EP 1224 443 657 4.13 7.25 4.24
IT+EP 1330 478 646 4.11 7.09 4.18

EasyAdapt 14.13 5.13 6.81 4.18 7.13 4.25

Table 2: BLEU and NIST scores obtained with four transfer
models (rows) in three different domain testsets (columns)
for the Portuguese—English direction.

6. Conclusions

We have presented the results of our replication of the
EasyAdapt (frustatingly easy domain adaptaion) technique
and our integration of it into an English<»Portuguese hy-
brid machine translation system. We had high hopes that
by replicating the technique, we would be able to combine
features from the large out-of-domain (EP) corpus we had
previously used to train our system with features from a
small in-domain (IT) corpus constructed within the scope
of the QTLeap project and see improved results by feeding
this combination of features to our maxent-based transfer
models during the training of the system.

Our efforts to reproduce the improvements of the
EasyAdapt technique reported by Daumé III (2007) have
been of mixed success in the context of machine translation.
While we were able to improve the Portuguese—English
translation of in-domain texts using the EasyAdapt tech-
nique compared to the in-domain trained baseline, the
EasyAdapt model did not outperform the in-domain trained
baseline in the English—Portuguese direction, which is
currently our best performing of the two directions. Among
other possible reasons for this, it may simply be the case
that as Portuguese—English is our weaker translation di-
rection, the EasyAdapt model has more room to make an
impact on translations and less so in the more matured and
refined pipeline for the English—Portuguese direction.
The EasyAdapt technique was reported to lead to better
results in a number of NLP tasks by preparing domain-
adapted training data (Daumé III, 2007) but we have found
it difficult to fully reproduce that success across the board
in the machine translation context. These results highlight
the importance of replicating techniques in different con-
texts to truly assess their suitability to and reproducibility
of results across different scenarios.
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