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Abstract

This paper presents a method for extractive multi-
document summarization that explores a two-phase cluster-
ing approach that, combined with a sentence simplification
procedure, aims to generate more useful summaries. First,
sentences are clustered by similarity, and one sentence per
cluster is selected, to reduce redundancy. Then, in order to
group them according to topics, those sentences are clus-
tered considering the collection of keywords. Finally, the
summarization process includes a sentence simplification
step, which aims not only to create simpler and more in-
cisive sentences, but also to make room for the inclusion
of further relevant content in the summary. Evaluation re-
veals that the approach pursued produces highly informa-
tive summaries, containing relevant data and no repeated
information.

1 Introduction

Automatic text summarization is the process of creating

a summary from one or more input texts through a com-

puter program. It seeks to combine several goals: (1) the

preservation of the idea expressed in the input texts; (2) the

selection of the most relevant content; (3) the reduction of

eventual redundancy; and (4) the organization of the final

summary. While meeting these demands, it must ensure

that the final summary complies with the desired compres-

sion rate. This is, thus, a complex task to be accomplished

by a human, let alone a computer.

The most common automatic summarization approaches

are typically enclosed in two categories: shallow or deep.

Shallow approaches use statistical methods to perform sum-

marization, while deep ones rely on formal and linguistic

theories that aim to create the content that defines the sum-

mary. However, both shallow and deep techniques can be

combined, resulting in a hybrid approach, which merges the

best strategies from each methodology in order to improve

the system results.

This paper presents a multi-document summarization

system, SIMBA, that uses a hybrid approach. In our ap-

proach, the summary content is identified using statistical

techniques, which compute sentence relevance based on

text elements. Furthermore, a sentence simplification pro-

cedure, which relies on linguistic knowledge, is performed.

It creates simplified sentences, containing as much informa-

tion as needed, that will afterwards compose the summary.

The main goals of multi-document summarization are

tackled through a double clustering approach, which in-

cludes a similarity clustering phase and a keyword cluster-

ing phase. Redundancy is addressed by clustering all the

sentences based on a measure of similarity. Afterwards, the

sentences are assembled by topics, using the keywords re-

trieved from the collection of texts. This approach impacts

on the content of the summary. On the one hand, the sim-

ilarity clustering ensures that this content is not repetitive.

On the other hand, keyword clustering assures the selection

of the most relevant content, the preservation of the idea of

the input texts, and the organization of the final summary.

In order to produce highly informative summaries, the

summarization process includes a simplification step, at the

end of its processing pipeline. Text simplification aims at

clarifying natural language texts, by simplifying its sen-

tences structurally, into shorter and simpler ones, while pre-

serving at the same time the meaning and information these

sentences contain. Text simplification may also ease the

comprehension of the text by humans. Three main reasons

lead us to decide to apply simplification after summariza-

tion: (1) this way we ensure that every feature regarding

the summarization procedure has been computed before the

simplification process modifies the sentences; (2) the sim-
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plification algorithm described, which takes into account

the aforementioned features of the sentence, does not re-

move the identified structures without constraints, since we

aim to ensure that no crucial content is deleted from the sen-

tence; (3) during the compression process, it is possible to

add more relevant content to the summary that was not be-

ing considered in the initial sentence candidates list. Our

simplification procedure creates simpler and more incisive

sentences that can improve the summary readability.

This paper is organized as follows: Section 2 provides

an overview on both summarization and simplification ap-

proaches; Section 3 describes SIMBA; Section 4 reports the

system evaluation; and, in Section 5, conclusions are drawn.

2 Related Work

Hybrid approaches combine statistical features with lin-

guistic knowledge to optimize the generated summaries.

Statistical features are typically mapped into measures of

significance of the sentence, calculated over the texts to de-

termine a score for each word.

In fact, the most used score measure has been tf-idf
(Term Frequency × Inverse Document Frequency), where

the salience of a term in a document is related to the num-

ber of documents in which the term occurs.

Vocabulary overlap measures are also used to define sen-

tence scores. The Dice coefficient [7], the Jaccard index

[9], and the Cosine similarity coefficient compute a similar-

ity metric between pairs of sentences, determining a rela-

tion between them. For instance, in [15], along with other

features, to define the sentence score, the overlap is com-

puted between each sentence and the first sentence of the

text, which, in news articles, is considered one of the most

important sentences. Yet, in [21], the authors compute the

overlap between each sentence and the document title, in

order to reward the sentences that have a high degree of

similarity with it.

Other works created new metrics to address specific

multi-document challenges, as redundancy removal. The

Maximal Marginal Relevance (MMR) [4] is a linear combi-

nation metric that relates query-relevance with information-

novelty and strives to reduce redundancy while considering

query relevance to select the appropriate passages to be part

of the summary.

Once all the sentences in the texts have been scored, they

are ordered based on those scores. The ones that will com-

pose the final summary are then selected, seeking to fulfill

the requested compression rate.

Concerning text simplification, automatic systems usu-

ally use linguistic knowledge to analyze the sentences. A

representation of the sentence structure is created and af-

terwards simplification rules are applied over that structure.

This way, it is possible to create shorter and simpler sen-

tences, while preserving their meaning and the information

they convey.

The very first works that addressed simplification ([5]

and [10]) have identified several types of structures, which

are afterwards removed based on rules that were induced us-

ing an annotated aligned corpus of complex and simplified

texts. These structures include for instance passages delim-

ited by punctuation marks, subordination and coordinating

conjunctions, relative pronouns, and boundaries of clauses

and phrases.

In [11], simplification is applied to a single-document

summarizer. Operations, derived from an analysis of hu-

man written abstracts that remove inessential phrases from

the extracted sentences, are performed. In a preprocessing

phase of a multi-document summarization process [2], ap-

positives and relative clauses are removed. Yet, in [6], a

HMM sentence selection approach is combined with a sim-

plification method that uses shallow parsing to detect lexical

cues that trigger phrase eliminations.

In [16], simplification is used to improve content selec-

tion, that is, before extracting sentences to be summarized.

Parentheticals are simplified by removing relative clauses

and appositives to improve sentence clustering.

Sentence compression techniques were also applied to

multi-document summarization, by using a parse-and-trim

approach [22]. Grammatical constituents are iteratively re-

moved from the sentence parse tree, using linguistic rules,

to produce a headline. These rules come from a study which

compared the relative prevalence of certain constructions

in human-written summaries and lead sentences in stories.

The rules include the replacement of temporal expressions,

preposed adjuncts, determiners, conjunctions, modal verbs

and the selection of specific phenomena in the parse tree.

More recently, a word graph method was used to create

a single simplified sentence of a cluster of similar or related

sentences [8]. Considering all the words in these related

sentences, a directed word graph is built by linking word A
to word B through an adjacency relation, in order to avoid

redundancy.

As described above, unlike our approach, most of the

works that combined summarization with simplification

have performed simplification before summarization.

3 The SIMBA system

SIMBA is an extractive multi-document summarizer for

the Portuguese language. It receives a collection of Por-

tuguese texts, from any domain, and produces informative

summaries, for a generic audience. The length of the sum-

maries is determined by a compression rate value that is

submitted by the user. Summarization is performed by exe-

cuting three phases described in the following sections: an-

notation, content selection and summary generation.

483



3.1 Annotation

Firstly, the input texts are annotated, using a set of shal-

low processing tools for Portuguese, LX-Suite [3]. Sen-

tence and paragraph boundaries are identified and words are

tagged, with its corresponding part-of-speech and lemma

(non-inflected form).

Henceforth, the collection of texts is handled as a set of

sentences.

3.2 Content selection

This stage identifies relevant information in the collec-

tion of texts. In the first step, sentence scores are computed.

The second step consists of a double-clustering approach

(described in detail in [19]), that firstly clusters sentences

by similarity to remove redundancy and, then, clusters sen-

tences by keywords to identify the most significant data in

the collection.

It is important to note here that the summarization pro-

cess includes three types of scores: the main score, the ex-

tra score and the complete score. The main score reflects

the sentence relevance in the overall collection of sentences.

The extra score is used in the summarization process to re-

ward or penalize the sentences, by adding or removing pre-

defined score values.1 The complete score is the sum of

these two scores.

The main score is the one that defines sentence order in

the clustering phases. The extra score is used to assign rel-

evance to sentences during those clustering phases, in or-

der for the decisions made during the summarization pro-

cess to have impact on sentence relevance. For instance,

a sentence that has been clustered by keywords must be re-

warded since this means that it is significant to the idea con-

veyed by the collection of texts. These clustering phases are

the core of the summarization algorithm, since they define

which sentences proceed to the next phases. Depending on

those decisions in the clustering phases, sentences are re-

warded or penalized using the extra score. At the end of

the summarization pipeline, sentences are ordered consid-

ering the complete score, which combines the two previous

mentioned scores. This way, the extra score impacts on the

order of the sentences that will compose the summary, con-

tributing to a better selection of its sentences.

Computing sentence main score. Once the sentences

and the words have been identified, tf-idf score is computed

for each word, by considering its lemma. The sentence main

score is, then, the average of the tf-idf scores of its words.

1The predefined value to be added to the extra scores is set to 0.1, both

for the reward and for the penalty value. This value has been determined

empirically, through a set of experiments.

Clustering sentences by similarity. In order to identify

redundant sentences, the next step aims at clustering sen-

tences by their degree of similarity.

The similarity between two sentences comprises two di-

mensions, computed considering the word lemmas: the sen-

tences subsequences and the word overlap.

The subsequences value is inspired in ROUGE-L and

consists in the sum of the number of words in all the sub-

sequences common to each sentence, divided by the total

number of words of each sentence being considered, and by

the total number of subsequences found between the two

sentences. The overlap value is computed using the Jaccard

index [9].

The similarity value is the average of both these values:

the overlap and the subsequences value. It is then con-

fronted with a predefined similarity threshold2 –, initially

set to 0.75, determining that sentences must have at least

75% of common words or subsequences to be considered

as conveying the same information.

Afterwards, the sentences are actually clustered consid-

ering their similarity value. A cluster is composed by a col-

lection of sentences, a similarity value, and a representa-

tive sentence. In our clustering context, the representative

sentence is not the sentence which is the closest to all the

sentences in the cluster, instead it is the sentence with the

highest main score.

The algorithm starts with an empty set of clusters. All

sentences in the collection of texts are considered. The first

sentence of the collection creates the first cluster. Then,

each sentence in the collection of sentences is compared

with the sentences already clustered. For each cluster, the

similarity value is computed between the current sentence

being compared and all the sentences in the collection of

sentences of each cluster. The similarity value considered

is the highest between the current sentence and all the sen-

tences in the collection of sentences of the current cluster.

Then, if the similarity value is higher than the similarity

threshold, the sentence will be added to this cluster.

When a sentence is added to a cluster, its representa-

tive is updated. If the score of the sentence being added

is higher than the representative one, the newly added sen-

tence becomes the representative of the cluster. Also, each

representative is given an extra score value (0.1), which is

subtracted from the sentences which are replaced as repre-

sentatives.

Finally, if all the clusters have been considered, and the

sentence was not added to any cluster, a new cluster with

this sentence is created, meaning that this sentence does not

repeat information previously considered.

Once the procedure is finished, sentences with similar in-

formation are grouped in the same cluster and the one with

2This threshold was determined empirically, using a set of experiments,

since there is no reference for such a value for the Portuguese language.
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the highest score is the representative sentence of all the

sentences in the cluster. The similarity clustering process is

depicted in Figure 1.

Figure 1. Similarity clustering

Redundant sentences are thus ignored, and a new collec-

tion of sentences is built by selecting only the representative

of each similarity cluster. This collection is the input of the

next phase of the summarization process.

Clustering sentences by keywords. SIMBA produces a

generic summary. Thus, the keywords that represent the

global topic within the collection of texts are identified.

The candidate keywords list contains common and proper

names. It is built considering the lemma of the words, to

ensure that the words in the collection are unique. There-

after, the list is ordered considering the score of each word.

We define k, the number of keywords, as k =
√

N
2 ,

where N is the total number of words in the collection of

documents. The final list of keywords contains the first k
words of the list of candidate keywords. Sentences are clus-

tered based on these keywords.

In this phase, a cluster is identified by a keyword (the

topic), and contains a representative sentence, and a collec-

tion of values (the sentences related to the keyword). The

algorithm that clusters sentences by keywords is an adapted

version of the K-means algorithm [13]. Firstly, each key-

word k defines a cluster. Then, a sentence is added to the

cluster that is represented by the keyword that occurs more

often in the sentence. The cluster representative is recom-

puted if the current sentence has a higher score than the

previous representative. Also, the current representative is

rewarded with an extra score value and the previous rep-

resentative is penalized by removing an extra score value.

If the sentence does not contain any keywords, it is added

to a specific set of sentences which do not have any key-

word (”no-keyword” set). The set of keywords is recom-

puted if all the sentences have been considered, or if the

”no-keyword” set contains new sentences. This algorithm is

repeated while the ”no-keyword” set changes between con-

secutive iterations.

Finally, an extra score is also assigned to the sentences

in the clusters that represent the first set of keywords. These

sentences are considered more significant than the others,

since they address the main topics conveyed by the collec-

tion of texts. Still, sentences in the ”no-keyword” set are

ignored, since they do not convey relevant information con-

cerning the overall collection of texts, as shown in Figure 2.

Figure 2. Keyword clustering

Afterwards, only the sentences that have indeed been

clustered by keywords are considered. The ones that have

less than ten3 words are penalized and an extra score value

is subtracted from their extra score. The sentences that have

more than ten words are assigned with an extra score value.

In addition, sentences are ordered based on their com-

plete score. The complete score, defined in Equation 1, is

used to rank all the sentences, defining the order in which

the sentences are chosen to be part of the final summary.

completeScores =

∑
t∈s tf-idft

totalWordss
+ extraScores (1)

3.3 Summary generation

This phase aims at creating the final summary delivered

by SIMBA.

Sentences are simplified to reduce the original content,

producing a summary composed by simpler and more infor-

mative sentences. In this approach, simplification is a form

of compression. Each simplification step aims to compress

the sentence by removing from it parts considered dispens-

able, that is, parts of the sentence that may add less relevant

information to the general message of the sentence.

The first step of the algorithm is compression. The list

ordered in the previous phase is used to create a new list

containing only the sentences that add up to the maximum

number of words allowed by the compression rate.

Afterwards, sentences are simplified. For each sentence,

a parse tree is built using a constituency parser for Por-

tuguese [17]. Subtrees that represent specific sentential

3As a rule of thumb, sentences with less than ten words are typically

considered to have poor content.
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structures are then identified in that parse tree. The simpli-

fication process removes these structures by replacing their

subtrees by a null tree.

This process is executed in two steps: main phrase selec-

tion and phrase compression. The first step obtains the main

phrase of the sentence, removing any additional information

found. The original sentence is replaced by the simplified

one, in which further simplification rules are applied. The

phrase compression step deals with specific structures that

contain explanatory information about the content already

mentioned in the sentence. Five types of structures are tar-

geted:

• Appositions – noun phrases that describe, detail or

modify its antecedent (also a noun phrase);

• Adjectives;

• Adverbs or adverb phrases;

• Parentheticals – phrases that explain or qualify other

information being expressed;

• Relative clauses – clauses that modify a noun phrase,

which are introduced by a relative pronoun.

An example of a simplified sentence and its correspond-

ing original sentence, from which an adverb phrase was re-

moved, is shown below:

ORIGINAL SENTENCE:

José Sócrates chegou um pouco atrasado ao debate.
José Sócrates arrived a little late to the debate.

SIMPLIFIED SENTENCE:

José Sócrates chegou atrasado ao debate.
José Sócrates arrived late to the debate.

In this example, the adverb phrase does not add signifi-

cant content to the sentence, thus it can be removed. Con-

sidering that in a set of sentences there are several phrases

that can be removed, the rationale behind simplification is

that it makes room for further information to enter the sum-

mary, creating a more informative text.

Thus, as the simplification process removes words from

the already selected set of sentences, more sentences are

added to this set in order to achieve the desired number of

words again. These two steps, compression and simplifica-

tion, are repeated until no more new sentences are added to

the set of simplified sentences.

The simplification module [20] returns a collection of

simplified sentences that define the final summary, ensur-

ing that it is a concise text, focused in the most important

information conveyed by the collection of texts.

4 Evaluation

Evaluation has been performed in four different ways.

First, SIMBA was evaluated concerning the whole summa-

rization process, by comparing its summaries with the ones

generated using GISTSUMM [14], a summarizer built to deal

with texts in Portuguese. It is based on the notion of gist,

which is the most important passage of the text, conveyed

by just one sentence, the one that best expresses the text’s

main topic. The system algorithm relies on this sentence

to produce extracts. GISTSUMM is the only summarizer

for Portuguese available on-line. Despite having been built

to produce summaries from a single-document, it also per-

forms multi-document summarization by means of an op-

tion in its interface that allows it to produce a summary from

a collection of texts. GISTSUMM is then used as a baseline

for the summarization process.

Secondly, the summary generation phase, which in-

cludes the simplification and compression steps, has also

been evaluated. SIMBA summaries were compared to a

simplification baseline. This simplification baseline is the

very first version of our simplification module [18]. Once

the candidate sentences have been ordered, they are sim-

plified and then compressed to determine which ones will

define the final summary. In this version of the simplifica-

tion process, three types of structures are considered: rel-

ative clauses, apposition phrases and parenthetical phrases.

These structures are removed from a sentence if the score of

the simplified sentence, resulting from the removal of those

structures, is higher than the one of the non-simplified sen-

tence. Otherwise, the sentence is kept unmodified. Then,

the set of sentences resulting from the simplification pro-

cess is compressed. This is a very simple algorithm, differ-

ent from the one detailed above, that can be considered as a

baseline for simplification.

Thirdly, two versions of summaries built by SIMBA, sim-

plified and non-simplified versions, were compared to infer

the impact of simplification in the final summaries.

Finally, the simplification order was also evaluated.

Summaries were generated using another version of SIMBA,

in which simplification was performed before the double-

clustering step, consisting in the inverse architecture of the

approach suggested, to infer whether our claim that per-

forming simplification after sentence selection produces in-

deed better summaries.

Since SIMBA was built specifically to deal with Por-

tuguese texts, the CSTNews corpora [1], an annotated cor-

pus composed of texts in Portuguese, was used. It contains

50 sets of news texts from several domains, for a total of

140 documents, 2,247 sentences, and 47,350 words. Each

set contains, on average, 3 documents which address the

same subject. The texts were retrieved from five Brazilian

on-line newspapers. Also, each set of texts contains a manu-
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ally built summary – the so-called ideal summary. There are

50 ideal summaries, containing an average of 137 words, re-

sulting in an average compression rate of 85%.

Thus, all the generated summaries have a compression

rate of 85%, meaning that the summary contains 15% of

the words contained in the set of texts. Using the same

compression rate of the ideal summaries allows a more ac-

curate and fairer comparison between the ideal summaries

and each of the automatically generated summaries.

After the summaries have been built, they were com-

pared with the ideal summaries in the corpus using ROUGE

[12]. In fact, a more precise metric of ROUGE was used,

ROUGE-L (longest common subsequence), since it identi-

fies the common subsequences between two sequences. As

the simplification process introduces gaps in the extracted

sentences, ROUGE-L is a fairer metric, once it does not re-

quire consecutive matches between the sentences.

Hence, four results will be presented. The first evalu-

ates SIMBA summarization process over the summarization

baseline (GISTSUMM). The second evaluates the simplifica-

tion process considering the simplification baseline. The

third evaluates the complete summarization process with

and without simplification, to assess the actual gain that

simplification brings to summarization. The fourth eval-

uates the arrangement of the double clustering approach

along with the simplification module.

Summarization. Summaries for the corpora CSTNews
were generated automatically using GISTSUMM and SIMBA.

ROUGE-L metrics comparing these summaries with the

ideal ones were computed. Results are shown in Table 1.

Table 1. Summarization evaluation
GISTSUMM SIMBA

Precision 0.4339 0.4833

Recall 0.3823 0.5372

F-measure 0.4012 0.5051

As shown in Table 1, SIMBA outranks the baseline when

considering all the metrics. The f-measure value means that

SIMBA summaries contain much of the information con-

tained in the ideal summaries.

The difference between GISTSUMM and SIMBA f-

measure values is of ten percentage points, which is a con-

siderable difference. It means that SIMBA produces sum-

maries containing more relevant information than GIST-

SUMM. Both SIMBA’s precision and recall values also over-

come the GISTUMM values. The recall value attained by

SIMBA is very interesting. It means that the information

contained in SIMBA summaries is very accurate, the sum-

maries include the most important information conveyed by

the ideal summaries, preserving, this way, the idea conveyed

by the collection of texts. Yet, the shorter difference be-

tween the precision values can be justified by the simplifica-

tion process. By removing information from the sentences,

despite being less relevant, SIMBA summaries may have less

in-sequence matches than would likely to be found. Still,

SIMBA summaries have an higher precision value than the

one by GISTSUMM, meaning that SIMBA summaries cover

more topics mentioned in the input texts. Thus, the sum-

maries produced by SIMBA are clearly better than the ones

produced by GISTSUMM.

Simplification. Afterwards, SIMBA was compared with

the simplification baseline. ROUGE-L metrics were also

computed. Results are described in Table 2.

Table 2. Simplification evaluation
Baseline SIMBA

Precision 0.4960 0.4833

Recall 0.4387 0.5372

F-measure 0.4606 0.5051

The main difference between these summaries lies in the

simplification algorithm, as the summarization process is

the same. Thus, all the baseline values were expected to

increase. However, the values being compared are still dis-

tant. SIMBA summaries have a better overall performance

when compared to the summaries produced using the sim-

plification baseline. All the values of the baseline are five

percentage points lower than the ones achieved by SIMBA.

This is a direct consequence of a more sophisticated al-

gorithm performed by the current version of SIMBA. As

the two systems have the same summarization procedure,

the simplification process makes the difference by creating

more informative summaries, containing more relevant in-

formation. SIMBA’s results overcome the baseline, mainly

through the usage of more sophisticated rules that remove

content that is not crucial, making room for the addition

of new relevant information that helps to refer more of the

significant topics conveyed by the input texts. Considering

the results expressed in Table 2, we can conclude that our

algorithm can indeed help produce better summaries.

Simplification vs. Non-simplification. Then, two differ-

ent summaries were built by SIMBA: simplified and non-

simplified summaries. The simplified summaries have been

built by performing the complete summarization process,

including the simplification process. The non-simplified

summaries have been built by performing the summariza-

tion process without the simplification module. The results

that illustrate the differences between both SIMBA sum-

maries are shown in Table 3.
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Table 3. Simplification vs. Non-simplification
evaluation

Non-simplified Simplified

Precision 0.4876 0.4833

Recall 0.5158 0.5372

F-measure 0.4955 0.5051

In what concerns the comparison between summaries

produced by SIMBA either with or without simplification,

the claim that simplification helps to improve summariza-

tion can be confirmed.

The recall values obtained by SIMBA are very encourag-

ing. These values indicate that there is a higher number of

words that are both in the automatic summaries and in the

ideal summaries. Retrieving the most relevant information

in a sentence by discarding the less significant data ensures

that the summary indeed contains the most important infor-

mation conveyed. This is a direct result of the simplification

process, as when compared to non-simplified summaries,

the simplified ones still have a better performance.

The precision values of the two types of summaries are

closer than the ones concerning recall. Intuitively, the pre-

cision values should be similar or even decrease. In fact,

this is what indeed occurs, as in comparison to the ideal

summary, less in-sequence matches are found in simplified

summaries due to the simplification process.

Still, the f-measure value, by combining both precision

and recall, evidences that the simplified summaries include

sentences that contain much of the information present in

the ideal summaries, resulting in more informative texts.

Clustering and simplification. Finally, two types of

summaries were created using two inverse approaches.

In the ”before clustering” approach, simplification is per-

formed before both clustering phases are performed. The

”after clustering” approach is the one suggested in this pa-

per, that is, simplification is performed after both clustering

phases have been performed, after the sentences have been

ordered and while the selection of the sentences that will

figure in the summaries is made. Table 4 shows the results

for these two approaches.

Table 4. SIMBA evaluation when simplifying
before and after the clustering phases

Before Clustering After Clustering

Precision 0.4902 0.4833

Recall 0.5035 0.5372

F-measure 0.4901 0.5051

Results shown in Table 4 demonstrate that simplifying

sentences before clustering does not improve the final sum-

maries. The main reason for this is that when a sentence is

simplified, its main score changes. This impacts in the sim-

ilarity clustering phase, since the representative sentence is

the sentence with the highest score in the cluster. Those are

the sentences that are kept in the summarization process, so

that it is important that the best ones are selected. In ad-

dition, changing the sentence main score can also impact

on the ordering phase. The ordered list of sentences can be

different if the sentences have been previously simplified,

since sentences with less words can have lowest scores, de-

pending on the structures that have been simplified.

Moreover, simplification is a computationally expensive

task. If this task is performed before clustering, linguistic

information must be obtained for all the sentences submit-

ted, increasing the system processing time.

These facts point out that simplification should not be

performed before selecting and ordering the summary sen-

tences. Other way, relevant data can be missed when com-

paring the sentences during the double-clustering proce-

dure, and we can not ensure that the most significant sen-

tences in the collection of sentences are indeed in the final

summary.

Thus, by performing simplification at the end of the pro-

cessing pipeline, we are able to ensure that all the informa-

tion submitted is considered in the selection process, and

that no relevant data is missed.

5 Concluding remarks

The results reported in this paper show that the quality of

an automatic summary can be improved by (1) performing

specific multi-document tasks – such as removing the re-

dundant information, or considering all the texts in each set

as a single information source; and (2) executing an algo-

rithm that seeks to optimize the content selection, combined

with a simplification process that removes less relevant con-

tent and makes room for more relevant information.

The multi-document summarizer presented relies on sta-

tistical features to perform summarization of a collection of

texts in Portuguese, using a shallow yet accurate approach.

A double clustering approach combined with a sentence

simplification procedure has indeed proven to produce bet-

ter summaries.

There are two points yet to consider. On the one hand,

the order of the sentences in the final summary is an open is-

sue, whose impact has to be assessed through a human eval-

uation. On the other hand, the simplification process can be

improved. An algorithm that tries several combinations of

removing the targeted structures in order to maximize the

simplified sentence score is being tested.

Despite this, the final automatic evaluation shows very
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promising results. SIMBA’s results overcome all baseline re-

sults and also its own results for non-simplified summaries.

Both f-measure and recall values are very encouraging,

since they reflect the high relevance of the sentences present

in the summaries produced by SIMBA. In addition, the high

recall obtained determines that the information in the sum-

mary is in fact relevant and that the simplification process

impacts positively on the informativeness of the final sum-

mary. Thus, the results obtained point out that SIMBA sum-

maries preserve the idea of the original collection of texts,

and contain, at the same time, incisive and simple sentences,

conveying the most significant information covered in the

input texts.
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