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Preface 

Distribution of anaphora in natural language and the complexity of its resolution have 
resulted in a wide range of disciplines focusing their research on this grammatical 
phenomenon. It has emerged as one of the most productive topics of multi- and inter-
disciplinary research such as cognitive science, artificial intelligence and human  
language technology, theoretical, cognitive, corpus and computational linguistics, 
philosophy of language, psycholinguistics and cognitive psychology.  Anaphora plays 
a major role in understanding a language and also accounts for the cohesion of a text. 
Correct interpretation of anaphora is necessary in all high-level natural language proc-
essing applications.  

Given the growing importance of the study of anaphora in the last few decades, it 
has emerged as the frontier area of research. This is evident from the high-quality 
submissions received for the 7th DAARC from where the 10 excellent reports on re-
search findings are selected for this volume. These are the regular papers that were 
presented at DAARC.  

Initiated in 1996 at Lancaster University and taken over in 2002 by the University of 
Lisbon, and moved out of Europe for the first time in 2009 to Goa, India, the DAARC 
series established itself as a specialised and competitive forum for the presentation of the 
latest results on anaphora processing, ranging from theoretical linguistic approaches 
through psycholinguistic and cognitive work to corpus studies and computational model-
ling. The series is unique in that it covers this research subject from a wide variety of 
multidisciplinary perspectives while keeping a strong focus on automatic anaphor resolu-
tion and its applications. 

The programme of the 7th DAARC was selected from 37 initial submissions. It in-
cluded 19 oral presentations and 8 posters from over 50 authors coming from 14 coun-
tries: Belgium, Czech Republic, Denmark, Germany, India, Norway, Portugal, Russia, 
Romania, Spain, The Netherlands, Taiwan, UK and the USA. The submissions were 
anonymised and submitted to a selection process by which each received three evalua-
tion reports by experts from the programme committee listed below. 

On behalf of the Organising Committee, we would like to thank all the authors who 
contributed with their papers for the present volume and all the colleagues in the Pro-
gramme Committee for their generous and kind help in the reviewing process of 
DAARC, and in particular of the papers included in the present volume. Without them 
neither this colloquium nor the present volume would have been possible. 

 
 

Chennai, August 2009 Sobha Lalitha Devi 
António Branco 
Ruslan Mitkov 
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José Augusto Leitão, António Branco,
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Why Would a Robot Make Use of Pronouns?
An Evolutionary Investigation of the Emergence

of Pronominal Anaphora

Dan Cristea1,2, Emanuel Dima1, and Corina Dima1

1 Alexandru Ioan University of Iasi, Faculty of Computer Science,
16, Berthelot St., 700486 Iasi, Romania

2 Romanian Academy, Institute of Computer Science,
The Iasi branch Blvd. Carol I 22A, 700505, Iasi, Romania

{dcristea,dimae,cdima}@info.uaic.ro

Abstract. We investigate whether and in what conditions pronominal
anaphora could be acquired by intelligent agents as a means to express
recently mentioned entities. The use of pronouns is conditioned by the
existence of a memory recording the object previously in focus. The
approach follows an evolutionary paradigm of language acquisition. Ex-
periments show that pronouns can be easily included in a vocabulary of a
community of 10 agents dialoguing on a static scene and that, generally,
they enhance the communication success.

Keywords: Anaphora, Language emergence, Artificial agents, Simula-
tion, Language games.

1 Introduction

In this paper we study the acquisition of pronominal anaphora by intelligent
agents in locally situated communication. The research represents a step in the
attempt to decipher the acquisition of language in communities of humans.

Recently, the historical interest to decipher the origins of language seems to
be reopened. Progress in this direction comes from approaches over language
evolution, especially the experiments towards lexicon acquisition and grammar
acquisition. Models of language acquisition [7,2] hypothesise that language users
gradually build their language skills in order to optimise their communicative
success and expressiveness, as triggered by the need to raise the communication
success and to reduce the cognitive effort needed for semantic interpretation.

The Talking Heads experiments [6,8] have already shown that a shared lexicon
can be developed inside a community of agents which are motivated to communi-
cate. The participants in the experiments are intelligent humanoid robots, able to
move, see and interpret the reality around them (very simple scenes of objects),
as well as to point to specific objects. They are programmed to play language
guessing games in which a speaker and a hearer, members of a community of
agents, should acquire a common understanding of a situation which is visually

S. Lalitha Devi, A. Branco, and R. Mitkov (Eds.): DAARC 2009, LNAI 5847, pp. 1–14, 2009.
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shared by both participants in the dialogue. After tens of thousands of such
games, played in pairs by members of the community, a vocabulary that gives
names to concepts which are needed to differentiate the properties of objects
spontaneously arises. The vocabulary is shared by the majority of agents and is
relatively stable at perturbing influences caused by population growth, decline,
or mixing with other smaller groups. It was shown [11] that using multi-words
instead of single words could reduce the size of the lexicon, therefore yielding a
more efficient communication system.

The next step deals with the acquisition of grammar. Van Trijp [12] recently
showed how rudiments of grammar can be developed as a result of interactions.
The studied aspects touched the capacity of agents of inventing grammatical
markers for indicating event structures, the formation of semantic roles, and the
combination of markers into larger argument structure constructions through
pattern formation. A formalism used to model grammaticality in the evolution-
ary approach is Fluid Construction Grammar [10].

In the present paper we are interested to see if the acquisition of pronominal
anaphora inside a community of intelligent agents can be empirically modelled
by following an evolutionary approach and, if so, to point out which are the
minimal cognitive requirements that allow the use of pronominal anaphors, how
many interactions would be necessary for a pronoun to appear in the vocabulary
of a community, and what is the communication gain if pronouns are used.

The world is extremely complex and a trial to bring it into the laboratory in
order to model language acquisition in a natural setting is unrealistic. Languages
have evolved to manage the complexity of the world around us and it is clearly an
error to consider that first the humans gained a sophisticated cognitive apparatus
and only after that moment they started to invent the language. It is known
that the evolution of the human brain is closely correlated to the acquisition of
language [9]. We are, therefore, forced to simplify the model we employ.

A few simple rules of a linguistic game are explained in section 2. In section 3
we ground the use of pronouns on a minimal cognitive infrastructure. In section
4, some scene settings displaying increasing difficulty of comprehension are in-
troduced. The dialogue experiments are conducted in these settings and results
are presented in section 5. Finally, section 6 summarises some conclusions.

2 The Experiments Framework

We organized a number of game-based experiments during which the agents were
expected to achieve rudiments of discourse-level performance. For that, a Java
framework, called Uruk [3], in which games can be easily defined and which allows
for any number of experiments, has been developed. By properly manipulating
a number of parameters, Uruk can be made to support the description of the
closed worlds, of the agents’ cognitive capacities and their lexical memories, as
well as of their dialogues.

We consider a world as being composed of objects with properties (shape,
colour, position, etc.), and a scene is a world with a specified configuration
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of objects. The framework offers two ways to generate a scene: by manually
describing all the objects populating it as well as all their properties, or by
generating it randomly. The number of objects generated in a random scene can
be set within specified lower and upper bounds.

We do not speak about software agents stricto sensu [5]; in our framework
they are not mobile, are not autonomous, and do not react to the change of
their environment. However, based on a learning process, they will arrive to pos-
sess rudiments of language. The language is acquired through interactions in a
community of similarly equipped agents, although not necessarily identical. The
only environment the agents can interact with is a scene which can be perceived
through a number of perception channels. Each channel targets a specific prop-
erty of an object. The acuity of agents on these channels can vary at will, agents
being able to discretise a 0-to-1 range of continuous values, on each channel, in
a set of categories, with different granularities. We model this way the natural
diversity within a community. In much the same way, an average human being
can perceive in the continuous spectre of colours only 7 important ones, while a
painter distinguishes 100 nuances, for which she has names.

A game is a specified protocol of interaction between two agents. An example
of such a protocol is the “guessing game” [8], where one agent chooses an object in
the scene, generates an utterance that describes it, and a second agent must guess
the object described by the utterance (without knowing which was the chosen
object). If the object is correctly indicated, the trust of both agents in the proper
usage of the words describing the conceptualisation of the object increases. If the
object is not guessed, a repairing strategy is applied: the speaker points to the
object he has chosen and the trust it has in the words used to name it decreases,
while the hearer either learns the new words or associates a greater level of trust
for this expression to describe the conceptualisation of the object. After a large
number of games of this kind, played in pairs by agents, the community shares
a common vocabulary and associates words to categories (concepts) with a high
level of trust.

The game develops as follows. The first turn belongs to the speaker. He silently
chooses an object, which will be known as the focus, from the objects that are
present in the scene and runs a conceptualisation algorithm to find all sets of
categories that can unambiguously distinguish the focus among all the other
objects (e.g. red square in a scene in which there is only one red square among
other objects). From the found list of sets of categories a lexicalisation algorithm
then selects just one set of categories for which the most appropriate lexical
expression can be formed.

The lexicon of the agent is a set of 3-tuples of the form (category, word,
confidence). Such a 3-tuple is an association between a category and a word,
weighted by a relative confidence factor. Let’s note that the correspondence
between the conceptual space and the lexicon of an agent can be a many-to-many
mapping between categories and words (one word can be ambiguous because
it can designate more categories, and a category can be named by a set of
synonymous words). When producing an utterance (as a speaker), an agent
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needs to find out the word that describes best a certain category among its set
of synonyms, and vice-versa, when deciphering an utterance (as a hearer) she has
to associate the most plausible concept to an ambiguous word. The confidence
factor is used in precisely this situation: the agent scans its lexicon and selects
the association with the maximum confidence factor between all the associations
with the designated category (in speaking) and word (in hearing).

In order to find the optimal set of words describing the distinctive categories,
the lexicalisation algorithm computes scores for each found set of discriminating
categories as the average of the best associations (words with the highest con-
fidence factors that the agent knows for the chosen categories). Then the set of
words with the highest score is selected.

The winning expression is the shortest one (in number of items) when only one
such set expression exists. When more than one winning sets have the same size,
the one with the maximum confidence score is chosen. This strategy implements
the principle of economy of expression. Only when there is more than one set with
the maximum confidence and the same minimum size, the winning expression
will be decided randomly. The chosen expression is then “spoken”, i.e. transferred
to the hearer.

The second turn of a multi-game belongs to the hearer who tries to decom-
pose the transferred string and to find an object in the environment that would
correspond to the description. The “heard” string is first tokenized by the hearer
into elementary words. Then the agent matches each one of these words with
the most likely category, by scanning her own lexical memory and selecting the
category that is associated with a word that is present in the description with
the highest confidence.

In the best scenario, the agent would exactly match the words and reproduce
the original set of characteristics. Based on this set, the hearer is able to judge the
identity of an object in the scene, which, luckily, will be the same as the intended
focus in the speaker’s mind. In an average simulation, though, some words could
be unknown to the hearer and some could be associated to a different category
than the one used by the speaker. In any case, the result of this interpretation
step is a (possibly empty) set of characteristics. The hearer will now find the
objects in the world that possess all these characteristics. When more than one
object could be a possible target, the agent will simply choose one at random.
If the hearer has a plausible candidate, she will point to it, or otherwise, when
the decoding gives an empty set of objects, an “I don’t know” kind of message
is issued.

Next, if there is one object pointed to by the hearer, it is compared against the
object chosen by the speaker (the focus). Based on this comparison, the game
can succeed (the indicated object by the hearer is indeed the focus chosen by the
speaker) or fail (no object identified, or the one indicated is a wrong one). Both
conceptual spaces of the speaker and the hearer are influenced by the result of
the game.

In most of the success cases both agents have the same word-category associ-
ations, and their confidence in these associations will be increased by a relatively
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large quota. It could happen, however, to finish a game with success, although
the interpretation of some of the words used by the agents is different. In this
case the agents managed to communicate, but only by chance, and the increase
of confidence will be misleading. It is expected that this erroneous conclusion
will be penalized later in other interactions.

In the fail case, the object answered by the hearer being different than the
focus chosen by the speaker, both agents conclude that the words they have
used to name categories were inappropriate and so they decrease the confidence
of these word-category pairs. The negative quota of penalty is somewhat lower
than the positive quota used in a successful game, such that a successful game
outweighs a failed one.

The next step is the learning phase that takes place only in case of fail. A game
can fail because the hearer didn’t know the words used by the speaker, so the
hearer is supposed to improve her word-category associations. The speaker shows
to the hearer the identity of the intended focus object. With the knowledge of the
true object and of the words that describe it, the hearer retraces the operations
made by the speaker and computes the list of discriminating sets of categories.
As she knows that the number of words equals the number of categories, she
only retains the sets that have the same size as the list of words. However, as
she doesn’t know the order in which these categories were used, she stores the
words in her internal memory, as every possible association between the words
used and the distinctive categories. The confidence factor for each association is
set as the maximum possible confidence divided by the number of associations.

The final step of the game is purging of the lexicons. During this phase all
associations whose confidence decreased below a minimum threshold are removed
from the agents’ memories.

The overall theoretical complexity of the algorithms used for finding the name
of an object and for learning is high. Finding the name of an object is exponential
on the number of channels. This happens because all subsets of the categories
that an object falls into are computed, in order to lexically describe it. The
learning algorithm is factorial on the number of lexemes used by the speaker.
However, this unacceptable theoretical complexity does not harm too much the
running time, because the number of perception channels of an agent is fixed
and usually small (the current experiments set it at 5). Also, the distinctive
categories used to identify an object are bounded by the number of perception
channels of the agent.

3 The Inception of Pronouns

Anaphora represents the relationship between a term (called “anaphor”) and
another one (called “antecedent”), when the interpretation of the anaphor is in
a certain way determined by the interpretation of the antecedent [4]. When the
anaphor refers the same entity as the antecedent, we say that the anaphor and
the antecedent are coreferential. When the surface realisation of the anaphor is
that of a pronoun, the coreference relation also fulfils other functions:
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– it brings conciseness in the communication by avoiding direct repetitions of
a previous expression, thus contributing to the economy of expression – a central
principle in the communication between intelligent agents;

– it maintains the attention focused on a central entity by referring it with
extremely economical evoking means. Indeed only entities which already have a
central position in the attention could be referred by pronouns and, once referred,
their central position is further emphasised.

Anaphora, as a discourse phenomenon, presupposes non-trivial cognitive capac-
ities. The one we are concerned with in this paper is the capacity of memorising
the element in focus. This capacity is so central and elementary that we decided
to consider it as being provided by a dedicated “perception” channel – actually a
memory channel. Indeed, both cognitive aspects of distinguishing between right
and left (to give a common example of perception) and of remembering that a
certain object was in focus recently involve primitive cognitive functions. The
lack of memory would make a dialogue impossible, the same way as the lack
of spatial perception abilities would make the recognition of spatial relations
impossible.

The focussing memory is modelled through a channel called previous-focus,
with two values [true, false]. Excepting for the first utterance of the dialogue
when there is no previously focused entity, on each subsequent utterance there is
one entity (object) which is remembered as being the focus of the previous game.
As such, each object in the scene has a value of false on the previous-focus
channel, except for the object which has been in focus previously and whose
corresponding value on this channel is true.

It is clear that modelling the memory of objects previously in focus as a
one-place channel (only one object can have the value “true”) is a severe sim-
plification, which we accept in this initial shape of the experiments. In reality,
human agents are known to be able to record many more discourse entities
already mentioned, on which pronouns can afterwards be anchored. The dif-
ferentiating properties (of pronouns) can include features like animacy, gender
and number. Using these properties, as well as the syntactic structure and the
discourse structure, a sentence could include more than just one pronoun, each
referring unambiguously to a different antecedent.

We are not concerned here to model the cognitive processes that make possible
the recognition of objects. We simply assume that the agents have either the
capacity to distinguish the focussed object among the other objects, based on
its intrinsic properties, or that the agent eye-tracks the objects from a first
position to a second one between games. In the first case the object would have
to be identified again based on the memorized specific features (the memory
channel resembling more a memory cell), while in the second case the identity
of the focussed object would have to be maintained rather than regained from
memory.

The type of games we are interested in when modelling anaphoric phenomena
are multi-turn, such that one entity which has been already in focus previously,
could be referred again later. In this study, we are targeting only pronominal
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anaphors. If we want an agent to develop the ability of using pronouns, the
dialogue should include a sequence of utterances in which an entity is mentioned
more than once.

4 The Settings

The problem we are concerned with is when and why intelligent agents would
develop linguistic abilities for using anaphoric means in communication and how
anaphora could complete a conceptualisation.

It is clear that an agent could have at least two reasons for choosing to name
an object by a pronoun:

– because it uses less words (for instance, it instead of the left red circle);
– because this way the OLD (therefore, the entity previously in focus) is

explicitly signalled, maintaining it there.

On the other hand, an agent has also at least one reason why not using a pronoun:

– because it could introduce an ambiguity.

The use of pronouns should emerge naturally during the experiments, solely by
modelling these contrary tendencies. It should, therefore, not be enforced (given
programmatically).

To model the acquisition of pronominal anaphora, four different settings have
been used, which we believe present an ascending degree of complexity. All are
anchored on a two-turn game. What make the difference between these settings
are the changes in the scene of the second turn as compared to the first, as well
as the chosen focus.

In the first setting (Fig. 1) both games are played in the same scene and
the co-speaker will focus in the second game the same object that the speaker
focussed in the first.

Fig. 1. Setting 1
Turn 1: A names obj2 by low left
Turn 2: B names obj2 by that
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Fig. 2. Setting 2
Turn 1: A names obj2 by low left
Turn 2: B names obj2 by that

In the second setting (Fig. 2) new objects are introduced in the scene of the
second game, while the focus remains unchanged.

In the third setting (Fig. 3), the objects in the second game’s scene are shuf-
fled (their spatial properties like horizontal and vertical position are randomly
changed). The co-speaker will keep the focus on the same object, although it
might have changed its position.

In the fourth setting (see Fig. 4), the scene of the second game is again a
shuffled version of the scene in the first game and the focus can no longer be
identified by any of the attributes used in the first game. In this particular scene,
the agents do not distinguish colours or shapes so the objects can be identified
only through position and anaphoric means.

All experiments have been run with the following parameters: number of agents:
10; number of multi-games: 5000; number of objects in the scenes: between 5
and 10; channels: “hpos” (horizontal position), “vpos” (vertical position), “color”,
“shape”, “previous-focus”; channels granularity (number of distinguishable values

Fig. 3. Setting 3
Turn 1: A names obj2 by low left
Turn 2: B names obj2 by that
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Fig. 4. Setting 4
Turn 1: A names obj2 by left
Turn 2: B names obj2 by that

on channels): from 2 to 4. A number of 4 values on the “hpos” channel, for instance,
could mean: “extreme-left”, “left”, “right” and “extreme-right”. As mentioned,
the “previous-focus” channel has 2 values: “true” and “false”.

As we see, in every multi-game the focus is maintained on the same object
in both turns. Let us notice that it makes no difference who the speaker is in
the second game. Only for the sake of displaying a dialogue we considered the
second utterance as produced by the co-speaker.

5 The Results

Fig. 5–9. display the average success rates along 10 series of 2500 multi-games,
for different configurations of objects and settings. The success rate is considered
to be, at a certain moment in time, the percent of game successes in the previous
100 games.

Fig. 5 and 6 show the success rate in setting 1 with scenes counting 5 and 8
objects, while Fig. 7–9 display the success rate in settings 2-4 when there are 8
objects in the scene. In all experiments, only multi-games which reported success
after the first turn have been retained, as we were interested here only in the
acquisition of pronouns (mentioned only in the second turn in each multi-game)
and not in a stabilisation of a lexicon in general. So, if at the end of the first
turn, agent B does not recognise the object indicated by agent A, the game is
stopped and disregarded. In all figures, the (black) line above reports the percent
of general success rate (after the second turn), while the (gray) line below reports
the success rate that is due to the use of pronouns.

The abruptly growing shapes of the lines above, in all four settings, show that,
very quickly, the agents acquire a common understanding of the objects in the
scene (to be more precise – over the object in the focus). In general, after 300-
400 games, the success rate stabilises to 100%. However, as the (gray) lower lines
show, in fewer cases this common understanding is due to the use of pronouns.
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Fig. 5. Setting 1 – with 5 objects

Fig. 6. Setting 1 – with 8 objects
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Fig. 7. Setting 2 – with 8 objects

Fig. 8. Setting 3 – with 8 objects
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Fig. 9. Setting 4 – with 8 objects

This should not be interpreted as an indication of the fact that the use of pronouns
reduces the success rate, but that in some cases other referential expressions than
pronouns are also used to identify an object which has been previously in focus
(for example, in setting 3, Fig. 3, B can use down instead of that).

However, if we compare Fig. 5 and Fig. 6, we see that when the number of
objects is larger, the need to use pronouns also goes up. This is clearly due to
the fact that a greater agglomeration of objects in the scene makes their iden-
tification based on other features than being recently in focus more ambiguous.
Indeed, the agents chose randomly among the shortest best known categorisa-
tions which one to use for identifying the object in focus from those able to
individualise it unambiguously. If all possible utterances have the same length
and the same confidence (the confidence of a linguistic expression is calculated
as the mean value of the confidence of the words used to utter the corresponding
categorisation) one of them is chosen randomly. Choosing the shortest utterance
is the only bonus that favours the economy of expression, therefore the use of
pronouns. The graphs show that when there are more objects in the scene, being
recently in focus remains the conceptual feature with the highest confidence.

An interesting thing is revealed by the graph in Fig. 9: the two lines represent-
ing global success rate and pronoun-based success rate are practically identical.
This means that when the situation is very complex, in almost all cases the
agents prefer to use a pronoun to identify an already mentioned object.

Finally, we were interested to see what happens when we impose the use of
pronouns. Fig. 10. shows two lines, both drawn for setting 1: the lower (black)
line represents the normal use of pronouns in the case of success in the second
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Fig. 10. Imposing the use of pronouns – setting 1

turn, while the upper (gray) line represents the success rate in the second turn
when we enforced the use of pronouns. The experiment shows that the particular
conditions of this setting make superfluous the need for more than one channel
(in this case “previous-focus”) to identify the focus. Indeed, practically, each
time a pronoun is used the success is guaranteed.

6 Conclusions

In this paper we have advocated that the acquisition of pronouns in language
can follow an evolutionist pattern therefore pronouns can appear in language as
a natural, spontaneous process, driven by the necessity of the agents to acquire
common understanding over a situation.

The study does not show, however, that this is the only way in which pronouns
could have appeared in natural languages. It simply shows a possibility. Although
the experiment was successful, it is also not realistic to claim that our model
of representing anaphoric phenomena and their emergence in a community of
artificial agents copies the natural way in which anaphora appeared in languages.
We can only try to guess the cause of anaphora’s natural inception. The limits
of the experiment are obvious.

We have used a paradigm in which a community of agents communicate. A
common agreement over a focussed object in a scene is rewarded by an enhance-
ment of the trust in both the conceptualisation used and the linguistic means to
express it. After a number of experiments, a certain lexicon is acquired by the
community.

The model we used has considered the existence of a memory channel remem-
bering the object recently in focus. When such a channel is open, the identifica-
tion of an object already mentioned, and which should be mentioned again, can
be made quicker and with less ambiguity because it implies less categorisation.
The linguistic expression of this economic categorisation is the pronoun. The ex-
periments show a clear tendency of the agents to enhance their linguistic ability
to use pronouns in more and more complex contexts.
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When the number of objects in the scene increases, the chance that the
“previous-focus” channel is the only channel that uniquely identifies an object
is very high and therefore the use of pronoun becomes dominant.

In the future it would be interesting to study what semantic features attract the
specialisation of pronouns. Can the categories of male/female, animate/inanimate
and singular/plural, as they are used to differentiate pronominal forms in most
languages,be generalised?Could a class of experiments intended to put in evidence
the different semantic features of anaphoric expressions be imagined within the
limited worlds of the ‘talking heads’? Another thing that we don’t know yet is
which are the levers that can be triggered to restrain the proliferation of lexical
forms of pronouns in the community of agents, as in most natural languages there
are very few synonyms to express one category of pronouns.

Amongst the details of improving the framework, apart from the simulations
in which parallel machines shall be used as hardware support to speed up the exe-
cution, there are also some other theoretical questions to investigate. Open prob-
lems are the connection between the short-term memory and the anaphora, the
possibility of simulating distinct pronominal categories like the natural-language
forms that are connected with gender (which can not only be masculine or fem-
inine but also “classes of hunting weapons, canines, things that are shiny” [1]),
number and others, as well as a resolution algorithm for these cases of ambiguity.
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Abstract. We describe the results of unsupervised (clustering) and su-
pervised (classification) learning experiments with the purpose of recog-
nising the function of singular neuter pronouns in Danish corpora of
written and spoken language. Danish singular neuter pronouns com-
prise personal and demonstrative pronouns. They are very frequent and
have many functions such as non-referential, cataphoric, deictic and
anaphoric. The antecedents of discourse anaphoric singular neuter pro-
nouns can be nominal phrases of different gender and number, verbal
phrases, adjectival phrases, clauses or discourse segments of different
size and they can refer to individual and abstract entities. Danish neuter
pronouns occur in more constructions and have different distributions
than the corresponding English pronouns it, this and that. The results
of the classification experiments show a significant improvement of the
performance with respect to the baseline in all types of data. The best
results were obtained on text data, while the worst results were achieved
on free-conversational, multi-party dialogues.

Keywords: Singular neuter pronouns, Pronominal functions, Machine
learning, Individual and Abstract anaphora, Text and Spoken corpora,
Annotation.

1 Introduction

In this paper we describe the results of unsupervised (clustering) and super-
vised (classification) learning experiments with the purpose of recognising the
function of singular neuter personal and demonstrative pronouns (sn-pronouns
henceforth) in Danish corpora of written and spoken language. Therefore, we
will relate our work to relevant work done on English and Dutch data. Danish
sn-pronouns are very frequent and have many functions such as non-referential
(expletive henceforth), cataphoric, deictic and anaphoric. The antecedents of
discourse anaphoric sn-pronouns can be nominal phrases of different gender and
number, verbal phrases, adjectival phrases, clauses or discourse segments of dif-
ferent size and they can refer to individual and abstract entities (individual and
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abstract anaphors, respectively). Danish sn-pronouns occur in more construc-
tions and have different distributions than the corresponding English pronouns
it, this and that.

The first step towards the resolution of the anaphoric occurrences of sn-
pronouns is their identification and classification with respect to their type of
antecedent, see also [7], and this is the subject of the paper. The main goals of
our work have been the following: i) to test how well unsupervised and super-
vised learning algorithms identify the function of Danish sn-pronouns in texts
and spoken data; ii) to individuate the information which is most useful to this
task; iii) to evaluate the function classification provided in the annotated corpora
which we used.

We start by discussing related work in section 2; then we present the data
which we have used in section 3; we describe our machine learning experiments
and discuss the obtained results in section 4; finally we conclude and present
work still to be done in section 5.

2 Related Work

To our knowledge there is no previous work to automatically recognise the
function of Danish sn-pronouns. Some algorithms to resolve English pronom-
inal anaphora presuppose pre-editing of the data to allow for the exclusion of
non-referential and cataphoric occurrences of pronouns, other algorithms include
the identification of some of the pronominal functions1.

When full-parsing of data is not possible or desirable, filtering mechanisms
and selectional preferences are applied to the data to identify the main func-
tions of pronominal occurrences and exclude some of them from the resolution
algorithms, see among others [8,18,23,19].

The resolution of the English pronouns it, this and that in English dialogues has
been addressed in [7,3,25,19]. Eckert and Strube’s algorithm [7] relies on complex
knowledge about language and discourse structure and identifies individual and
abstract occurrences of third-person singular pronouns in English on the basis
of the context in which the pronouns occur and of their type (personal or demon-
strative). The algorithm has only been tested manually and non-anaphoric occur-
rences of the pronouns were excluded from the test. The same method has been
partly adapted and incorporated in an algorithm for resolving Danish discourse
pronominal anaphora [20,21]. Also the Danish algorithm has only been tested
manually, relies on many knowledge sources and accounts only for pronominal
anaphoric occurrences. Byron’s phora-algorithm [3] resolves the occurrences of
it, this and that in domain-specific dialogues. It is implemented and relies on
semantic knowledge and a speech act model. An other implemented algorithm
for resolving the same English pronouns is described in [25]. This algorithm

1 A comparison of the most known resolution algorithms including information on how
much pre-editing and pre-processing they require can be found in [17].



Automatic Recognition of the Function of Singular Neuter Pronouns 17

relies on various types of linguistic information extracted from the Penn Tree-
bank. Finally a machine learning approach for identifying and resolving third-
person singular pronouns in English is proposed in [19]. The algorithm has been
trained and tested on five dialogues, which were annotated for this task, and
relies exclusively on the corpus annotation. The algorithm is exposed to all oc-
currences of it, but the non-anaphoric occurrences were pre-annotated in the
data in order to trigger all types of negative preferences which allowed the sys-
tem to sort them out. The results of this algorithm are much lower than those
obtained by the algorithms relying on complex linguistic and discourse structure
knowledge.

A machine learning approach for recognising non-referential occurrences of
the English it in a text corpus is presented in [1]. In this approach some of the
rules implemented in rule-based systems are generalised via word patterns which
are added to the system as features. The system also uses external knowledge
sources in the form of two word lists containing weather verbs and idioms. The
system achieved the best results using 25 features (precision was 82% and recall
72% on the given corpus).

The classification of referential and non-referential uses of the Dutch pronoun
het (it) in two text corpora is described in [12]. The classification comprises the
following uses of this pronoun: individual and abstract anaphoric, non-referential,
anticipatory subject and anticipatory object. The reported results of the clas-
sification give an improvement of approx. 30% for all distinctions with respect
to the baseline (the most frequent class). In [12] the authors also measure the
effects of the classification on a machine learning based coreference resolution
system.

Our research is inspired by most of these approaches, especially the work
described in [7,20,1,12]. The novelty of our approach, apart from the language
which we investigate, consists in the following:

– we use both texts and spoken data of various types;
– we deal with personal and demonstrative pronouns as well as weak and strong

pronouns in spoken data (prosodic information about stress is included);
– we rely on a very fine-grained classification of the functions of Danish sn-

pronouns which covers all occurrences of these pronouns in both texts and
spoken data.

In these experiments we only use n-grams of words and, on texts, very basic
linguistic information. We start from the raw data (no annotation at all) and
investigate to which extent machine learning algorithms (first unsupervised then
supervised) can be useful to identify the function of sn-pronominal occurrences.
In the supervised experiments we first consider n-grams of words and the classi-
fication of sn-pronouns in the data, then we test the learning algorithms adding
to the words in the texts lemma and POS information. In this we follow the
strategy proposed by [6] which consists in testing various machine learning algo-
rithms and types of linguistic information to find the most appropriate datasets
and algorithms to resolve NLP tasks.
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3 The Data

In written Danish sn-pronouns comprise the pronoun det (it/this/that), which is
ambiguous with respect to its pronominal type, and the demonstrative pronoun
dette (this). In spoken language they comprise the unstressed personal pronoun
det (it), the stressed demonstrative pronouns d’et (this/that), d’et her (this) and
d’et der (that). The stressed demonstrative pronoun d’ette occurs very seldom
in spoken language (there were only two occurrences of it in our data and they
both referred to an individual entity).

3.1 The Corpora

The corpora we use have been collected and annotated by many research groups
for different purposes. Thus they are very heterogeneous.

The written corpora comprise general language texts [14], legal texts and
literary texts [16]. They consist of 86,832 running words. The spoken language
corpora comprise transcriptions of monologues and two-party dialogues from
the DanPASS corpus [10], which is a Danish version of the maptask corpus,
multi-party verbose dialogues from the lanchart corpus [9] and interviews
from Danish television (lanchart+tv henceforth). The monologues consist of
23,957 running words; the DanPASS dialogues contain 33,971 words and the
lanchart+tv consists of 26,304 words.

3.2 The Annotation

All texts contain automatically acquired POS-tag and lemma information. Most
of the spoken corpora are also POS-tagged, but with different tagsets. The texts
contain structural information such as chapters, sections and paragraphs, while
the transcriptions of spoken language contain information about speakers’ turns
and timestamps with respect to the audio files2. All sn-pronouns in the spoken
data are marked with stress information. The DanPASS data also contain rich
prosodic information.

In all corpora sn-pronouns and their functions are marked. (Co)reference
chains of the anaphoric sn-pronouns are also annotated together with other lin-
guistically relevant information, such as the syntactic type of the antecedent, the
semantic type of the referent and the referential relation type, see [22].

The corpora are available in the XML-format produced by the PALinkA
annotation tool [24]. The classification of the function of sn-pronouns provided
in the data is very fine-grained. It comprises the following classes:

– expletive (all non-referential uses);
– cataphoric (the pronoun precedes the linguistic expression necessary to its

interpretation);
– deictic (the pronoun refers to something in the physical word);

2 All the transcriptions were provided in the praat TextGrid format
(http://www.praat.org).
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– individual anaphoric;
– individual vague anaphoric (the individual antecedents are implicit in dis-

course);
– abstract anaphoric;
– abstract vague anaphoric (the abstract antecedents are implicit in discourse);
– textual deictic (the anaphors refer to, but are not coreferential with, preced-

ing linguistic expressions [15]);
– abandoned (the pronouns occur in unfinished and abandoned utterances3).

80% of the corpora were annotated independently by two expert annotators and
then the two annotations were compared. The remaining 20% of the data were
only coded by one annotator and revised by the other. In case of disagreement the
two annotators decided together which annotation to adopt. In difficult cases a
third linguist was consulted to choose an annotation. The annotators could listen
to the audio files when coding the spoken data.

Inter-coder agreement was measured in terms of kappa scores [5,4] on the
first subset of the annotated data (most of the text corpora and the DanPASS
dialogues).

Table 1 shows the kappa-scores for the most frequent pronominal functions as
they are reported in [22].

Table 1. Inter-coder agreement as kappa scores

Function Text corpora DanPASS dialogues
expletive 0.83 0.77
cataphor 0.73 0.72
individual 0.90 0.88
individual vague 0.92 0.92
abstract 0.89 0.84
abstract vague 0.8 0.84
textual deictic 0.91 0.89

4 The Experiments

The learning experiments have been run in the weka system [26] which permits
testing and comparing a variety of algorithms. It also provides an interface with
which to explore the data and the learning results. We ran the experiments on
four datasets automatically extracted from the annotated corpora and translated
into the arff -format required by weka. The four datasets we distinguish in our
experiments are the following:

1. the texts
2. the DanPASS monologues
3. the DanPASS dialogues
4. the lanchart+tv dialogues.
3 These are also called disfluencies in the literature.
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Table 2. Sn-pronouns and their functions in the data

Pronoun Expl IndAna AbsAna VagIA VagAA Catap Deict TDeic Aband Total
Texts

det 345 152 130 8 10 58 1 4 0 708
dette 0 23 71 0 4 0 0 0 0 98
all 345 175 201 8 14 58 1 4 0 816

DanPASS Monologues
unstressed 22 107 27 14 1 14 0 0 25 210
stressed 1 74 10 8 13 11 1 0 12 130
all 23 181 37 22 14 25 1 0 37 340

DanPASS Dialogues
unstressed 34 177 100 25 5 17 0 4 72 434
stressed 10 121 111 22 7 22 7 3 31 334
all 44 298 211 47 12 39 7 7 103 768

lanchart+tv

unstressed 124 301 199 56 16 128 8 5 138 975
stressed 0 69 93 10 7 32 1 2 46 260
all 124 370 292 66 23 160 9 7 184 1235

The sn-pronouns and their functions in the four datasets are given in Table 2.
The following abbreviations are used in the table: Expl for expletive, IndAna
for individual anaphor, AbsAna for abstract anaphor ,VagIA for vague individ-
ual anaphor, VagAA for vague abstract anaphor, Catap for cataphor, Deict for
deictic, TDeic for textual-deictic, Aband for abandoned.

4.1 Clustering Experiments

Clustering was run on the raw data, but the pronominal function information in
the annotated data was used to evaluate the obtained clusters. The best results
in terms of the highest number of recognised clusters and “correctness”4 were
achieved by the weka EM (Expectation Maximisation). Clustering was tested
on n-grams of varying size. The best results on the text data were achieved with
a window of one word preceding and two words following the sn-pronouns. Five
clusters were returned and they were bound to individual anaphor, expletive,
cataphor, abstract anaphor and no-class. Correctness was 37.5 %. The best re-
sults on the DanPASS monologues were obtained using a window of 2 words
preceding and 3 words following the sn-pronouns. Five clusters were recognised
which were bound to the functions individual anaphor, abandoned, vague ab-
stract anaphor, expletive and abstract anaphor. Correctness was 41.5%. On the

4 Correctness is calculated by weka in the test phase by assigning to each cluster
the pronominal function which in the evaluation data is attributed to the largest
number of items in that cluster. The function assignment is optimised with respect
to the recognised clusters. A no-class tag is assigned to clusters whose items have
functions which have already been assigned to other clusters. Finally, correctness is
calculated for the clusters which have been assigned a function.
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DanPASS dialogues the best results were obtained with a window of 2 words
preceding and following the sn-pronouns. The pronouns from the DanPASS di-
alogue data were grouped into 4 clusters (abandoned, individual anaphor, vague
abstract and cataphor) and correctness was 43.5%. On the lanchart+tv data
the best results were achieved with a window of two words preceding and four
words following the sn-pronouns. The algorithm returned 3 clusters connected to
the functions individual anaphor, abstract anaphor and expletive. Correctness
was 29.5 %.

The fact that clustering gives the best results on the text data confirms that it
is harder to process transcriptions of spoken data than written data because other
information available in spoken language is not included in the transcriptions.

From the experiments we can conclude that unsupervised learning on datasets
of the size we are working with does not provide satisfactory results for the task
of recognising such fine-grained functions of sn-pronouns (too few clusters were
identified and correctness was too low).

4.2 Classification on Words

In the classification experiments we trained several classifiers on data extracted
from the corpora. The pronominal function annotated in the corpora was used
both for training and testing the classifiers. We started running various classifiers
on n-grams as in the clustering experiments, then we run them on the data en-
riched with various types of information. The latter experiments have only been
run on text data. In all cases the results were tested using 10-fold cross-validation.
As baseline in our evaluation we used the results provided by the weka ZeroR
class that predicts the most frequent attribute value for a nominal class (accu-
racy is the frequency of the most used category). The Weka algorithms which
we have tested are: Naive Bayes, SMO, IBK, LBR, KStar, NBTree, LADTree
and Rotation Forest. The algorithms were tested on windows of various sizes
(going from the largest one: 3 words before and 5 words after the sn-pronouns
to the smallest one: 1 word before and 2 words after the sn-pronouns).

For texts the best results were achieved by the weka NBTree class (it gen-
erates a decision tree with Naive Bayes classifiers at the leaves) and the dataset
comprised three words before and five words after the sn-pronouns. For mono-
logues the best results were obtained by the SMO class (Sequential Minimal
Optimization) run on a window of one word before and three words after the
sn-pronouns. For all dialogues the best results were achieved using a window of
2 words preceding and 3 words following the sn-pronouns. On the DanPASS
dialogue data the algorithm that gave the best results was the weka SMO class,
while for the lanchart+tv data the best results were obtained by the KStar5

class. The results of the classification algorithms in terms of Precision, Recall
and F-measure are in Table 3. The table shows the baseline and the three best
results obtained for each dataset by various algorithms.

5 KStar is an instance-based classifier which uses an entropy-based distance function.
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Table 3. Classification results: words and pronominal function

Algorithm Precision Recall F-measure
Texts

Baseline 18.3 42.8 25.7
NBTree 62.3 65.4 62.4
NaiveBayes 61.1 64.4 61.4
RotationForest 60.7 63.5 60.4

Monologues
Baseline 28.3 53.2 37
SMO 64.3 66.8 64.7
KStar 63.2 66.5 61.3
IBK 59.6 63.5 60.9

DDialogues
Baseline 15.1 38.8 21.7
SMO 54.5 57.2 55.4
NaiveBayes 52.9 56.6 53.2
RotationForest 49.9 53.4 50

LDialogues
Baseline 9 30 13.8
KStar 33.4 35.4 32.9
NBTree 32.9 36.6 32.8
SMO 32.3 33.6 32.7

Figures 1, 2, 3 and 4 show the confusion matrices produced by the algorithms
that performed best on each of the four datasets.

From the confusion matrices it is evident that the performance of classification
is bound to the frequency of the various types of item in the data: occurrences of
pronouns with frequently used functions are better classified than occurrences
of pronouns with seldomly occurring functions such as textual deictic, deictic
and, in some datasets, vague anaphor. Thus the confusion matrices reflect the
differences in the distribution of the pronominal functions in the various datasets.

From the confusion matrices it can also be seen that cataphors and individ-
ual and abstract anaphors are often confused with expletives. Distinguishing
between cataphors and expletives was also problematic for the annotators espe-
cially in texts, but they did not have any problem in distinguishing expletives
from anaphoric uses of the personal pronouns. Classification also confused a
number of individual and abstract anaphora in the texts. This was in few cases
also a problematic issue for humans because of the ambiguity of the data. Vague
anaphors were often not recognised as such, but this is understandable because
they often occur in the same contexts as non-vague anaphors. Finally most
classes were mixed up in the lanchart+tv data.

In Table 4 the results obtained for each category by the best performing
algorithms on the four datasets are given.

The results of all the experiments indicate that the classification algorithms
give significantly better results than the baseline, although the results obtained
on multi-party dialogues were much worse than those obtained on the other
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a b c d e f g h <-- classified as

316 4 9 16 0 0 0 0 | a = explet

35 11 8 4 0 0 0 0 | b = cataphor

48 1 78 46 0 2 0 0 | c = indiv

49 5 28 119 0 0 0 0 | d = abstr-ana

7 1 2 4 0 0 0 0 | e = abstr-vague

2 0 0 3 0 3 0 0 | f = indiv-vague

0 0 1 0 0 0 0 0 | g = deictic

0 0 1 3 0 0 0 0 | h = textual-deictic

Fig. 1. Confusion matrix for texts

a b c d e f g h <-- classified as

13 0 0 0 0 0 0 10 | a = explet

0 173 4 2 0 2 0 0 | b = indiv

0 17 6 0 0 1 1 0 | c = cataphor

0 15 1 6 0 0 0 0 | d = indiv-vague

0 0 0 0 0 0 1 0 | e = deictic

0 7 2 2 0 26 0 0 | f = abstr-ana

0 4 2 1 0 0 7 0 | g = abstr-vague

6 0 0 0 0 0 0 31 | h = abandoned

Fig. 2. Confusion matrix for monologues

a b c d e f g h <-- classified as

6 12 1 1 0 1 0 2 | a = explet

7 156 4 2 0 2 0 10 | b = indiv

1 15 6 0 0 1 1 1 | c = cataphor

1 13 1 5 0 0 0 2 | d = indiv-vague

0 0 0 0 0 0 1 0 | e = deictic

0 7 2 2 0 26 0 0 | f = abstr-ana

0 4 2 1 0 0 7 0 | g = abstr-vague

2 10 1 1 0 2 0 21 | h = abandoned

Fig. 3. Confusion matrix for DanPASS dialogues

a b c d e f g h i <-- classified as

21 0 13 20 2 63 0 0 5 | a = explet

2 1 8 0 0 10 0 0 2 | b = abstr-vague

6 3 124 17 6 109 1 3 23 | c = abstr-ana

13 0 32 23 0 76 1 0 15 | d = cataphor

3 0 6 1 4 47 0 0 5 | e = indiv-vague

18 2 68 26 8 218 2 0 28 | f = indiv

0 0 0 2 0 3 2 0 2 | g = deictic

0 0 3 0 0 4 0 0 0 | h = textual-deictic

6 0 44 9 3 77 1 0 44 | i = abandoned

Fig. 4. Confusion matrix for lanchart+tv dialogues
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Table 4. Classification results per category

Function Precision Recall F-measure
NBTree on Texts

expletive 69.1 91.6 78.8
cataphor 50 19 27.5
individual anaphor 61.4 44.6 51.7
abstract anaphor 61 59.2 60.1
vague abstract anaphor 0 0 0
vague individual anaphor 60 37.5 46.2
deictic 0 0 0
textual deictic 0 0 0

SMO on Monologues
expletive 35.3 26.1 30
cataphor 35.3 24 28.6
individual anaphor 71.9 86.2 78.4
abstract anaphor 81.3 70.3 75.4
vague abstract anaphor 77.8 50 60.9
vague individual anaphor 41.7 22.7 29.4
deictic 0 0 0
abandoned 58.3 56.8 57.5

SMO on DanPASS dialogues
expletive 42.1 36.4 39
cataphor 27.8 12.8 17.5
individual anaphor 58.1 73.2 64.8
abstract anaphor 68.6 68.2 68.4
vague abstract anaphor 0 0 0
vague individual anaphor 23.3 14.9 18.2
deictic 33.3 14.3 20
textual deictic 0 0 0
abandoned 56 49.5 52.6

KStar on lanchart dialogues
expletive 30.4 16.9 21.8
cataphor 23.5 14.4 17.8
individual anaphor 35.9 58.9 44.6
abstract anaphor 41.6 42.5 42
vague abstract anaphor 16.7 4.3 6.9
vague individual anaphor 17.4 6.1 9
deictic 28.6 22.2 25
textual deictic 0 0 0
abandoned 35.5 23.9 28.6

data. The results with respect to the baseline for the texts, the monologues
and the DanPASS dialogues show an improvement of 36.4%, 30.7% and 33.7%,
respectively, with respect to the baseline, while the improvement for the lan-
chart+tv dialogues is only 19.1%.

Although these results cannot be directly compared with the results reported
for the classification of the functions of the Dutch het in [12], the magnitude of
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the improvement with respect to the baseline in the two experiments is similar,
except for the results obtained on the lanchart+tv dialogues which are not as
good as the other results. Considering the fact that we look at more categories
and more types of data than it was the case in the Dutch experiments, the results
we have obtained are positive.

The reasons for the bad results obtained on the lanchart+tv dialogues
compared with the results obtained for the DanPASS data are many. The most
important are, in our opinion, the following. Firstly these dialogues are free-
conversational and include four discourse participants, while the DanPASS di-
alogues are two-party maptask dialogues which are much more homogeneous.
Secondly the quality of the transcription of the DanPASS dialogues is much
higher than that of the transcription of the lanchart dialogues. In the latter
transcriptions there were a number of errors which we did not correct, and the
timestamps in the speakers’ tracks were not always precisely marked. Because we
used these timestamps to automatically determine the order in which simultane-
ous speech had to be represented in the format required by PALinkA, there are
probably a number of errors in the data. Finally, the distribution of the pronom-
inal function types in the lanchart dialogues is different from that in the other
datasets, and the automatic treatment of multi-party dialogues should include
information of various type such as the physical objects in the space where the
conversation take place, including the discourse participants and adjacency pairs.
This type of information was not available for the lanchart corpus.

The F-measure for the recognition of expletives on the basis of the annota-
tion of the pronominal function is 78.8% in the texts, 30% in the DanPASS
monologues, 39% in the DanPASS dialogues and, finally, 32.9% in the lan-
chart+tv. Only the measures obtained for the texts are satisfactorily and
near to those obtained in [1] where a lot of features and two word lists were used
for identifying non-referential from referential uses of it.

In the light of the obtained classification results, we are now revising some of
the annotations of the function of pronouns. This is especially the case for the
cataphoric function.

4.3 Classification of Pronouns in Texts Enriched with POS and
Lemma Information

In these experiments we run classification on the texts adding to the words
lemma and POS information. A window of one word preceding and three words
following the sn-pronouns was used in order to reduce the size of the data.

The best results obtained by various classifiers on n-grams of words, of words+
lemma, of words+POS and of words+lemma+POS are in Table 5.

These results indicate that adding lemma and POS information increases the
performance of classification, but these improvements are not significant6.

6 In the experiments significance was calculated as corrected resampled t-test via the
weka experimenter[26].
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Table 5. Classification results: words and linguistic features

Data Algorithm Precision Recall F-measure
All Baseline 18.3 42.8 25.7
word Rotation Forest 60.7 63.3 60.5
word+lemma NBTree 61.4 63.9 62
word+POS RotationF 62.4 64 61.5
word+lemma+POS SMO 61.3 64.3 62.1

The precision of the POS tagger (the Brill tagger [2] trained on the Danish
Parole corpus [11]) used to tag the textual data is approx. 97%. The precision
of the CST lemmatiser [13] which was used on the texts is also approx. 97%.

Using manually corrected annotation may improve the classification results.

5 Conclusions and Future Work

In the paper we have described unsupervised and supervised machine learning
experiments with the purpose of recognising the function of Danish sn-pronouns
in texts and spoken data of various type.

The results of our clustering experiments indicate that unsupervised learning
on datasets of the size we are working with does not provide satisfactory results
for the task of recognising so fine-grained functions of sn-pronouns as those
provided in the annotation because too few clusters are identified and correctness
is too low.

The results of classification using simple n-grams and the annotation of the
function of sn-pronouns gave an improvement with respect to the baseline of
36.4% on text data, 37.9% on the DanPASS monologues and 43.1% on the
DanPASS dialogues and 19.1% on the lanchart+tv dialogues. Our results
for the first three datasets are better than those reported for a Dutch sn-pronoun
by [12]. These results indicate that classifiers can be useful to tag the function of
pronouns in texts, monologues and some types of dialogues, although the data
cannot be used without manual correction.

We also run the classification experiments on the text data adding lemma and
POS information to the n-grams . The added linguistic information improved the
performance of the classifiers on the data, but the improvement is not significant.

An analysis of the human classification of the function of pronouns in the
light of the results of classification indicates that the definition of the cataphoric
function is problematic, and that vague anaphors are in many cases difficult to
identify automatically. We are now revising some of the annotations in the light
of the classification results.

In future we will include in the data the syntactic information extracted from
a large computational lexicon which contains some of the information which is
useful to identify expletive, abstract and individual anaphoric uses of pronouns
and test whether classification improves on our datasets enriched with this type
of information.
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Abstract. All automated coreference resolution systems consider a num-
ber of features, such as head noun, NP type, gender, or number. Although
the particular features used is one of the key factors for determining per-
formance, they have not received much attention, especially for languages
other than English. This paper delves into a considerable number of pair-
wise comparison features for coreference, including old and novel features,
with a special focus on the Spanish language. We consider the contribu-
tion of each of the features as well as the interaction between them. In ad-
dition, given the problem of class imbalance in coreference resolution, we
analyze the effect of sample selection. From the experiments with TiMBL
(Tilburg Memory-Based Learner) on the AnCora corpus, interesting con-
clusions are drawn from both linguistic and computational perspectives.

Keywords: Coreference resolution, Machine learning, Features.

1 Introduction

Coreference resolution, the task of identifying which mentions in a text point to
the same discourse entity, has been shown to be beneficial in many NLP appli-
cations such as Information Extraction [6], Text Summarization [13], Question
Answering [8], and Machine Translation. These systems need to identify the dif-
ferent pieces of information concerning the same referent, produce coherent and
fluent summaries, disambiguate the references to an entity, and solve anaphoric
pronouns.

Given that many different types of information – ranging from morphology to
pragmatics – play a role in coreference resolution, machine learning approaches
[12,9] seem to be a promising way to combine and weigh the relevant factors,
overcoming the limitations of constraint-based approaches [4,7], which might
fail to capture global patterns of coreference relations as they occur in real data.
Learning-based approaches decompose the task of coreference resolution into
two steps: (i) classification, in which a classifier is trained on a corpus to learn
the probability that a pair of NPs are coreferent or not; and (ii) clustering, in
which the pairwise links identified at the first stage are merged to form distinct
coreference chains.
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This paper focuses on the classification stage and, in particular, on (i) the
features that are used to build the feature vector that represents a pair of men-
tions,1 and (ii) the selection of positive and negative training instances. The
choice of the information encoded in the feature vectors is of utmost importance
as they are the basis on which the machine learning algorithm learns the pairwise
coreference model. Likewise, given the highly skewed distribution of coreferent
vs. non-coreferent classes, we will consider whether sample selection is helpful.
The more accurate the classification is, the more accurate the clustering will be.

The goal of this paper is to provide an in-depth study of the pairwise com-
parison stage in order to decrease as much as possible the number of errors that
are passed on to the second stage of coreference resolution. Although there have
been some studies in this respect [14,1,3], they are few, oriented to the English
or Dutch language, and dependent on poorly annotated corpora. To our knowl-
edge, no previous studies compared systematically a large number of features
relying on gold standard corpora, and experiments with sample selection have
been only based on small corpora. For the first time, we consider the degree of
variance of the learnt model on new data sets by reporting confidence intervals
for precision, recall, and F-score measures.

The paper is organized as follows. In the next section, we review previous work.
In Section 3, we list our set of 47 features and argue the linguistic motivations
behind them. These features are tested by carrying out different machine learning
experiments with TiMBL in Section 4, where the effect of sample selection is also
assessed. Finally, main conclusions are drawn in Section 5.

2 Previous Work

Be it in the form of hand-crafted heuristics or feature vectors, what kind of
knowledge is represented is a key factor for the success of coreference resolu-
tion. Although theoretical studies point out numerous linguistic factors relevant
for the task, computational systems usually rely on a small number of shallow
features, especially after the burst of statistical approaches. In learning-based
approaches, the relative importance of the factors is not manually coded but in-
ferred automatically from an annotated corpus. Training instances for machine
learning systems are feature vectors representing two mentions (m1 and m2) and
a label (‘coreferent’ or ‘non-coreferent’) allowing the classifier to learn to predict,
given a new pair of NPs, whether they do or do not corefer.

The feature set representing m1 and m2 that was employed in the decision
tree learning algorithm of [12] has been taken as a starting point by most sub-
sequent systems. It consists of only 12 surface-level features (all boolean except
for the first): (i) sentence distance, (ii) m1 is a pronoun, (iii) m2 is a pronoun,
(iv) string match (after discarding determiners), (v) m2 is a definite NP, (vi) m2
is a demonstrative NP, (vii) number agreement, (viii) WordNet semantic class

1 This paper restricts to computing features over a pair of mentions – without consid-
ering a more global approach – hence pairwise comparison features.
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agreement,2 (ix) gender agreement, (x) both m1 and m2 are proper nouns (cap-
italized), (xi) m1 is an alias of m2 or vice versa, and (xii) m1 is an apposition to
m2. The strongest indicators of coreference turned out to be string match, alias
and appositive.

Ng and Cardie [9] expanded the feature set of [12] from 12 to a deeper set of
53, including a broader range of lexical, grammatical, and semantic features such
as substring match, comparison of the prenominal modifiers of both mentions,
animacy match, WordNet distance, whether one or both mentions are pronouns,
definite, embedded, part of a quoted string, subject function, and so on. The
incorporation of additional knowledge succeeds at improving performance but
only after manual feature selection, which points out the importance of remov-
ing irrelevant features that might be misleading. Surprisingly, however, some of
the features in the hand-selected feature set do not seem very relevant from a
linguistic point of view, like string match for pronominal mentions.

More recent attempts have explored some additional features to further en-
rich the set of [9]: backward features describing the antecedent of the candidate
antecedent [16], semantic information from Wikipedia, WordNet and semantic
roles [10], and most notably, Uryupina’s [14] thesis, which investigates the pos-
sibility of incorporating sophisticated linguistic knowledge into a data-driven
coreference resolution system trained on the MUC-7 corpus. Her extension of
the feature set up to a total of 351 nominal features (1096 boolean/continuous)
leads to a consistent improvement in the system’s performance, thus support-
ing the hypothesis that complex linguistic factors of NPs are a valuable source
of information. At the same time, however, [14] recognizes that by focusing on
the addition of sophisticated features she overlooked the resolution strategy and
some phenomena might be over-represented in her feature set.

Bengtson and Roth [1] show that with a high-quality set of features, a simple
pairwise model can outperform systems built with complex models on the ACE
dataset. This clearly supports our stress on paying close attention to designing a
strong, linguistically motivated set of features, which requires a detailed analysis
of each feature individually as well as of the interaction between them. Some
of the features we include, like modifiers match, are also tested by [1] and,
interestingly, our ablation study comes to the same conclusion: almost all the
features help, although some more than others.

Hoste’s [3] work is concerned with optimization issues such as feature and
sample selection, and she stresses their effect on classifier performance. The study
we present is in line with [14,1,3] but introduces a number of novelties. First, the
object language is Spanish, which presents some differences as far as coreference
is concerned. Second, we use a different corpus, AnCora, which is twenty times as
large as MUC and, unlike ACE, it includes a non-restricted set of entity types.
Third, the coreference annotation of the AnCora corpus sticks to a linguistic
definition of the identity relationship more accurate than that behind the MUC
or ACE guidelines. Fourth, we do not rely on the (far from perfect) output of

2 Possible semantic classes for an NP are female, male, person, organization, location,
date, time, money, percent, and object.
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preprocessing modules but take advantage of the gold standard annotations in
the AnCora corpus in order to focus on their real effect on coreference resolution.

3 Pairwise Comparison Features

The success of machine learning systems depends largely on the feature set
employed. Learning algorithms need to be provided with an adequate represen-
tation of the data, that is to say, a representation that includes the “relevant”
information, to infer the best model from an annotated corpus. Identifying the
constraints on when two NPs can corefer is a complex linguistic problem that
remains still open. Hence, there is a necessity for an in-depth study of features
for coreference resolution from both a computational and a linguistic perspec-
tive. This section makes a contribution in this respect by considering a total of
47 features, making explicit the rationale behind them.

– Classical features (Table 1). The features that have been shown to obtain
better results in previous works [12,9,5] capture the most basic information
on which coreference depends, but form a reduced feature set that does not
account for all kinds of coreference relations.
• PRON_m1 and PRON_m2 specify whether the mentions are pronouns

since these show different patterns of coreference, e.g., gender agreement
is of utmost importance for pronouns but might be violated by non-
pronouns [3].

• HEAD_MATCH is the top classical feature for coreference, since lexical
repetition is a common coreference device.

• WORDNET_MATCH uses the Spanish EuroWordNet3 and is true if
any of the synset’s synonyms of one mention matches any of the synset’s
synonyms of the other mention.

• NP type plays an important role because not all NP types have the same
capability to introduce an entity into the text for the first time, and not
all NP types have the same capability to refer to a previous mention in
the text.

• The fact that in newspaper texts there is usually at least one person and
a location about which something is said accounts for the relevance of
the NE type feature, since NE types like person and organization are
more likely to corefer and be coreferred than others.

• SUPERTYPE_MATCH compares the first hypernym of each mention
found in EuroWordNet.

• As a consequence of the key role played by gender and number in anaphora
resolution, GENDER_AGR and NUMBER_AGR have been inherited by
coreference systems. See below, however, for finer distinctions.

3 Nominal synsets are part of the semantic annotation of AnCora. EuroWordNet covers
55% of the nouns in the corpus.
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• The rationale behind QUOTES is that a mention in quotes identifies
a mention that is part of direct speech, e.g., if it is a first- or second-
person pronoun, its antecedent will be found in the immediate discourse.

Table 1. Classical features

Feature Definition Value

PRON_m1 m1 is a pronoun true, false
PRON_m2 m2 is a pronoun true, false
HEAD_MATCH Head match true, false, ?a

WORDNET_MATCH EuroWordNet match true, false, ?a

NP_m1 m1 NP type common, proper, article, indefinite,
possessive, relative, demonstrative,
numeral, interrogative, personal,
exclamative

NP_m2 m2 NP type common, proper, article, indefinite,
possessive, relative, demonstrative,
numeral, interrogative, personal,
exclamative

NE_m1 m1 NE type person, organization, location,
date, number, other, null

NE_m2 m2 NE type person, organization, location,
date, number, other, null

NE_MATCH NE match true, false, ?b

SUPERTYPE_MATCH Supertype match true, false, ?a

GENDER_AGR Gender agreement true, false
NUMBER_AGR Number agreement true, false
ACRONYM m2 is an acronym of m1 true, false, ?c

QUOTES m2 is in quotes true, false
FUNCTION_m1 m1 function subject, d-obj, i-obj, adjunct, prep-

obj, attribute, pred-comp, agent,
sent-adjunct, no function

FUNCTION_m2 m2 function subject, d-obj, i-obj, adjunct, prep-
obj, attribute, pred-comp, agent,
sent-adjunct, no function

COUNT_m1 m1 count #times m1 appears in the text
COUNT_m2 m2 count #times m2 appears in the text
SENT_DIST Sentence distance #sentences between m1 and m2

MENTION_DIST Mention distance #NPs between m1 and m2

WORD_DIST Mention distance #words between m1 and m2

a Not applicable. This feature is only applicable if neither m1 nor m2 are pronominal
or conjoined.

b Not applicable. This feature is only applicable if both mentions are NEs.
c Not applicable. This feature is only applicable if m2 is an acronym.
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– Language-specific features (Table 2). There are some language-specific
issues that have a direct effect on the way coreference relations occur in
a language. In the case of Spanish, we need to take into account elliptical
subjects, grammatical gender, and nouns used attributively.

• There is a need to identify elliptical pronouns in Spanish because, unlike
overt pronouns, they get their number from the verb, have no gender, and
always appear in subject position, as shown in (1), where the elliptical
subject pronoun is marked with � and with the corresponding pronoun
in brackets in the English translation.

(1) Klebánov manifestó que � no puede garantizar el éxito al cien por cien.
‘Klebánov stated that(he) cannot guarantee 100% success.’

Table 2. Language-specific features

Feature Definition Value

ELLIP_m1 m1 is an elliptical pronoun true, false
ELLIP_m2 m2 is an elliptical pronoun true, false
GENDER_PRON Gender agreement restricted to pronouns true, false, ?
GENDER_MASCFEM Gender agreement restricted to masc./fem. true, false, ?
GENDER_PERSON Gender agreement restricted to persons true, false, ?
ATTRIBa_m1 m1 is attributive type A true, false
ATTRIBa_m2 m2 is attributive type A true, false
ATTRIBb_m1 m1 is attributive type B true, false
ATTRIBb_m2 m2 is attributive type B true, false

Table 3. Corpus-specific features

Feature Definition Value

NOMPRED_m1 m1 is a nominal predicate true, false
NOMPRED_m2 m2 is a nominal predicate true, false
APPOS_m1 m1 is an apposition true, false
APPOS_m2 m2 is an apposition true, false
PRONTYPE_m1 m1 pronoun type elliptical, 3-person, non-3-person,

demonstrative, possessive, indefi-
nite, numeric, other, ?

PRONTYPE_m2 m2 pronoun type elliptical, 3-person, non-3-person,
demonstrative, possessive, indefi-
nite, numeric, other, ?

EMBEDDED m2 is embedded in m1 true, false
MODIF_m1 m1 has modifiers true, false
MODIF_m2 m2 has modifiers true, false
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Table 4. Novel features

Feature Definition Value

FUNCTION_TRANS Function transition 100 different values (e.g.,
subject_subject, subject_d-obj)

COUNTER_MATCH Counter match true, false, ?
MODIF_MATCH Modifiers match true, false, ?
VERB_MATCH Verb match true, false, ?
NUMBER_PRON Number agreement

restricted to pronouns
true, false, ?

TREE-DEPTH_m1 m1 parse tree depth #nodes in the parse tree from m1

up to the top
TREE-DEPTH_m2 m2 parse tree depth #nodes in the parse tree from m2

up to the top
DOC_LENGTH Document length #tokens in the document

• Since Spanish has grammatical gender, two non-pronominal nouns with
different gender might still corefer, e.g., el incremento ‘the increase’
(masc.) and la subida ‘the rise’ (fem.). Gender agreement is an appro-
priate constraint only for pronouns.

• GENDER_MASCFEM does not consider those NPs that are not marked
for gender (e.g. elliptical pronouns, companies).

• GENDER_PERSON separates natural from grammatical gender by only
comparing the gender if one of the mentions is an NE-person.4

• Attributive NPs5 are non-referential, hence non-markables.
ATTRIBa and ATTRIBb identify two Spanish constructions where these
NPs usually occur:
Type A. Common, singular NPs following the preposition de ‘of’,

e.g., educación ‘education’ in sistema de educación ‘education sys-
tem.’

Type B. Proper nouns immediately following a generic name,
e.g., Mayor ‘Main’ in calle Mayor ‘Main Street’.

– Corpus-specific features (Table 3). The definition of coreference in the
AnCora corpus differs from that of the MUC and ACE corpora in that it
separates identity from other kinds of relation such as apposition, predica-
tion, or bound anaphora. This is in line with van Deemter and Kibble’s [15]
criticism of MUC. Predicative and attributive NPs do not have a referen-
tial function but an attributive one, qualifying an already introduced entity.
They should not be allowed to corefer with other NPs. Consequently, the use
we make of nominal-predicate and appositive features is the opposite to that
made by systems trained on the MUC or ACE corpora [12,5]. Besides, the
fact that AnCora contains gold standard annotation from the morphological

4 Animals are not included since they are not explicitly identitifed as NEs.
5 Attributively used NPs qualify another noun.
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to the semantic levels makes it possible to include additional features that
rely on such rich information.
• We employ NOMPRED to filter out predicative mentions.
• We employ APPOS to filter out attributively used mentions.
• Gold standard syntactic annotation makes it possible to assess the ef-

ficacy of the EMBEDDED and MODIF features in isolation from any
other source of error. First, a nested NP cannot corefer with the embed-
ding one. Second, depending on the position a mention occupies in the
coreference chain, it is more or less likely that it is modified.

– Novel features (Table 4). We suggest some novel features that we believe
relevant and that the rich annotation of AnCora enables.
• FUNCTION_TRANS is included because although FUNCTION_m1 and

FUNCTION_m2 already encode the function of each mention separately,
there may be information in their joint behaviour.6 E.g., subject_subject
can be relevant since two consecutive subjects are likely to corefer:

(2) [...] explicó Alonso, quien anunció la voluntad de Telefónica Media de
unirse a grandes productoras iberoamericanas. Por otra parte, Alonso
justificó el aplazamiento.
‘[...] explained Alonso, who announced the will of Telefónica Media to
join large Latin American production companies. On the other hand,
Alonso justified the postponement.’

• COUNTER_MATCH prevents two mentions that contain a different nu-
meral to corefer (e.g., 134 millones de euros ‘134 million euros’ and 194
millones de euros ‘194 million euros’), as they point to a different number
of referents.

• Modifiers introduce extra information that might imply a change in the
referential scope of a mention (e.g., las elecciones generales ‘the gen-
eral elections’ and las elecciones autonómicas ‘the regional elections’).
Thus, when both mentions are modified, the synonyms and immediate
hypernym of the head of each modifying phrase are extracted from Eu-
roWordNet for each mention. MODIF_MATCH is true if one of them
matches between the two mentions.

• The verb, as the head of the sentence, imposes restrictions on its ar-
guments. In (3), the verb participate selects for a volitional agent, and
the fact that the two subjects complement the same verb hints at their
coreference link. VERB_MATCH is true if either the two verbal lemmas
or any synonym or immediate hypernym from EuroWordNet match.

(3) Un centenar de artistas participará en el acto [...] el acto se abrirá con
un brindis en el que participarán todos los protagonistas de la velada.
‘One hundred artists will participate in the ceremony [...] the ceremony
will open with a toast in which all the protagonists of the evening
gathering will participate.’

6 The idea of including conjoined features is also exploited by [1,5].
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Table 5. Characteristics of the AnCora-Es datasets

Training set Test set

# Words 298 974 23 022
# Entities 64 421 4 893
# Mentions 88 875 6 759
# NEs 25 758 2 023
# Nominals 53 158 4 006
# Pronominals 9 959 730

• NUMBER_PRON is included since non-pronominal mentions that dis-
agree in number might still corefer.

• DOC_LENGTH can be helpful since the longer the document, the more
coreferent mentions, and a wider range of patterns might be allowed.

4 Experimental Evaluation

This section describes our experiments with the features presented in Section 3
as well as with different compositions of the training and test data sets. We
finally assess the reliability of the most appropriate pairwise comparison model.

Data: The experiments are based on the AnCora-Es corpus [11], a corpus
of newspaper and newswire articles. It is the largest Spanish corpus anno-
tated, among other levels of linguistic information, with PoS tags, syntactic
constituents and functions, named entities, nominal WordNet synsets, and coref-
erence links.7 We split randomly the freely available labelled data into a training
set of 300k words and a test set of 23k words. See Table 5 for a description.

Learning algorithm: We use TiMBL, the Tilburg memory-based learning clas-
sifier [2], which is a descendant of the k -nearest neighbor approach. It is based
on analogical reasoning: the behavior of new instances is predicted by extrap-
olating from the similarity between (old) stored representations and the new
instances. This makes TiMBL particularly appropriate for training a coreference
resolution model, as the feature space tends to be very sparse and it is very hard
to find universal rules that work all the time. In addition, TiMBL outputs the
information gain of each feature – very useful for studies on feature selection –
and allows the user easily to experiment with different feature sets by obscuring
specified features. Given that the training stage is done without abstraction but
by simply storing training instances in memory, it is considerably faster than
other machine learning algorithms.

7 AnCora is freely available from http://clic.ub.edu/ancora

http://clic.ub.edu/ancora
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Table 6. Distribution of representative and balanced data sets

Training set Test set
Representative Balanced Representative Balanced

Positive instances 105 920 8 234
Negative instances 425 942 123 335 32 369 9 399

We select parameters to optimize TiMBL on a held-out development set. The
distance metric parameter is set to overlap, and the number of nearest neighbors
(k parameter) is set to 5 in Section 4.1, and to 1 in Section 4.2.8

4.1 Sample Selection

When creating the training instances, we run into the problem of class imbalance:
there are many more negative examples than positive ones. Positive training in-
stances are created by pairing each coreferent NP with all preceding mentions
in the same coreference chain. If we generate negative examples for all the pre-
ceding non-coreferent mentions, which would conform to the real distribution,
then the number of positive instances is only about 7% [3]. In order to reduce
the vast number of negative instances, previous approaches usually take only
those mentions between two coreferent mentions, or they limit the number of
previous sentences from which negative mentions are taken. Negative instances
have so far been created only for those mentions that are coreferent. In a real
task, however, the system must decide on the coreferentiality of all mentions.

In order to investigate the impact of keeping the highly skewed class distri-
bution in the training set, we create two versions for each data set: a represen-
tative one, which approximates the natural class distribution, and a balanced
one, which results from down-sampling negative examples. The total number of
negatives is limited by taking only 5 non-coreferent mentions randomly selected
among the previous mentions (back to the beginning of the document). The dif-
ference is that in the balanced sample, non-coreferent mentions are selected for
each coreferent mention, whereas in the representative sample they are selected
for all mentions in the document. See Table 6 for statistics of the training and
test sets.

Combining each training data set with each test set gives four possible com-
binations (Table 7) and we compute the performance of each of the models. The
output of the experiments is evaluated in terms of precision (P), recall (R) and
F-score (F). Although the best performance is obtained when testing the model
on the balanced sample (models B and D), making a balanced test set involves
8 When training the model on the full feature vectors, the best results are obtained

when TiMBL uses 5 nearest neighbors for extrapolation. However, because of the
strong skew in the class space, in some of the hill-climbing experiments we can only
use 1 nearest neighbor. Otherwise, with 5 neighbors the majority of neighbors are
of the negative class for all the test cases, and the positive class is never predicted
(recall=0).



A Deeper Look into Features for Coreference Resolution 39

Table 7. Effect of sample selection on performance

Training set Test set P R F

Model A Representative Representative 84.73 73.44 78.68
Model B Representative Balanced 88.43 73.44 80.24
Model C Balanced Representative 66.28 80.24 72.60
Model D Balanced Balanced 83.46 87.32 85.34

knowledge about the different classes in the test set, which is not available in
non-experimental situations. Therefore, being realistic, we must carry out the
evaluation on a data set that follows the natural class distribution. We focus our
attention on models A and C.

Down-sampling on the training set increases R but at the cost of a too dra-
matic decrease in P. Because of the smaller number of negative instances in the
training, it is more likely for an instance to be classified as positive, which harms
P and F. As observed by [3], we can conclude that down-sampling does not lead
to an increase in TiMBL, and so we opt for using model A.

4.2 Feature Selection

This section considers the informativeness of the features presented in Section 3.
We carry out two different feature selection experiments: (i) an ablation study,
and (ii) a hill-climbing forward selection.

In the first experiment, we test each feature by running TiMBL on different
subsets of the 47 features, each time removing a different one. The majority
of features have low informativeness, as no single feature brings about a sta-
tistically significant loss in performance when omitted.9 Even the removal of
HEAD_MATCH, which is reported in the literature as one of the key features
in coreference resolution, causes a statistically non-significant decrease of .15
in F. We conclude that some other features together learn what HEAD_MATCH
learns on its own. Features that individually make no contribution are ones that
filter referentiality, of the kind ATTRIBb_m2, and ones characterising m1, such
as PRON_m1. Finally, some features, in particular the distance and numeric
measures, seem even to harm performance. However, there is a complex inter-
action between the different features. If we train a model that omits all features
that seem irrelevant and harmful at the individual level, then performance on
the test set decreases. This is in line with the ablation study performed by [1],
who concludes that all features help, although some more than others.

Forward selection is a greedy approach that consists of incrementally adding
new features – one at a time – and eliminating a feature whenever it causes a drop
in performance. Features are chosen for inclusion according to their information
gain values, as produced by TiMBL, most informative earliest. Table 8 shows the
9 Statistical significance is tested with a one-way ANOVA followed by a Tukey’s post-

hoc test.
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Table 8. Results of the forward selection procedure

Feature vector P R F Feature vector P R F

HEAD_MATCH 92.94 17.43 29.35 COUNTER_ MATCH 81.76 63.64 71.57
PRON_ m2 57.58† 61.14* 59.30 MODIF_ m1 81.08 64.67 71.95
ELLIP_ m2 65.22* 53.04† 58.50 PRONTYPE_ m1 81.70 64.84 72.30
-ELLIP_m1 89.74* 34.09† 49.41 GENDER_ AGR 81.60 65.12 72.44
WORDNET_ MATCH 65.22 53.04 58.50 NOMPRED_ m1 81.89 65.04 72.50
NE_ MATCH 65.22 53.04 58.50 GENDER_ PERSON 87.95* 64.78 74.61
-PRON_m1 86.73* 38.74† 53.56 FUNCTION_ m2 87.06 65.96 75.06
NUMBER_ PRON 69.04* 58.20* 63.16 FUNCTION_ m1 85.88† 69.82* 77.02
-GENDER_PRON 86.64* 37.39† 52.24 QUOTES 85.83 70.11 77.18
VERB_ MATCH 80.31* 55.53† 65.66 COUNT_ m2 85.62 70.73 77.47
SUPERTYPE_ MATCH 80.22 55.56 65.65 COUNT_ m1 84.57 71.35 77.40
MODIF_ m2 78.18 61.68* 68.96 NE_ m1 83.82 72.48 77.74
NUMBER_ AGR 79.94 61.81 69.71 ACRONYM 83.99 72.46 77.80
ATTRIBb_ m2 80.08 61.85 69.80 NE_ m2 83.48 73.14 77.97
ATTRIBa_ m2 80.14 61.84 69.81 NP_ m2 82.81 73.55 77.91
ATTRIBa_ m1 80.22 61.83 69.84 NP_ m1 82.27 74.05 77.94
ATTRIBb_ m1 80.23 61.82 69.83 FUNCTION_ TRANS 82.29 73.94 77.89
EMBEDDED 80.33 61.78 69.84 TREE-DEPTH_ m2 80.54 72.98 76.57
GENDER_ MASCFEM 81.33 62.96 70.98 -TREE-DEPTH_ m1 78.25† 72.52 75.27
APPOS_ m1 81.46 62.96 71.02 -SENT_ DIST 78.17† 72.16 75.05
APPOS_ m2 81.44 62.95 71.01 -DOC_ LENGTH 79.36* 70.36† 74.79
MODIF_ MATCH 81.35 63.10 71.08 MENTION_ DIST 79.52 72.10 75.63
NOMPRED_ m2 81.38 63.37 71.26 WORD_ DIST 79.14 71.73 75.25
PRONTYPE_ m2 81.70 63.59 71.52

results of the selection process. In the first row, the model is trained on a single
(the most informative) feature. From there on, one additional feature is added
in each row; initial “-” marks the harmful features that are discarded (provide
a statistically significant decrease in either P or R, and F). P and R scores that
represent statistically significant gains and drops with respect to the previous
feature vector are marked with an asterisk (*) and a dagger (†), respectively.
Although F-score keeps rising steadily in general terms, informative features
with a statistically significant improvement in P are usually accompanied by a
significant decrease in R, and vice versa.

The results show several interesting tendencies. Although HEAD_MATCH is
the most relevant feature, it obtains a very low R, as it cannot handle coreference
relationships involving pronouns or relations between full NPs that do not share
the same head. Therefore, when PRON_ m2 is added, R is highly boosted. With
only these two features, P, R and F reach scores near the 60s. The rest of the
features make a small – yet important in sum – contribution. Most of the features
have a beneficial effect on performance, which provides evidence for the value
of building a feature vector that includes linguistically motivated features. This
includes some of the novel features we argue for, such as NUMBER_PRON and
VERB_MATCH. Surprisingly, distance features seem to be harmful. However,
if we train again the full model with the k parameter set to 5 and we leave out
the numeric features, F does not increase but goes down. Again, the complex
interaction between the features is manifested.
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4.3 Model Reliability

In closing this section, we would like to stress an issue to which attention is hardly
ever paid: the need for computing the reliability of a model’s performance. Because
of the intrinsic variability in any data set, the performance of a model trained on
one training set but tested on another will never be maximal. In addition to the
two experiments varying feature and sample selection reported above, we actually
carried out numerous other analyses of different combinations. Every change in the
sample selection resulted in a change of the feature ranking produced by TiMBL.
For example, starting the hill-climbing experiment with a different feature would
also lead to a different result, with a different set of features deemed harmful. Sim-
ilarly, changing the test set will result in different performance of even the same
model. For this reason, we believe that merely reporting system performances is
not enough. It should become common practice to inspect evaluations taken over
different test sets and to report the model’s averaged performance, i.e., its F, R,
and P scores, each bounded by confidence intervals.

To this end, we split randomly the test set into six subsets and evaluated
each output. Then we computed the mean, variance, standard deviation, and
confidence intervals of the six results of each P, R, and F-score. The exact per-
formance of our pairwise comparison model for coreference (model A in Table 7)
is 81.91±4.25P, 69.57±8.13R, and 75.12±6.47F.

5 Conclusion

This paper focused on the classification stage of an automated coreference res-
olution system for Spanish. In the pairwise classification stage, the probability
that a pair of NPs are or are not coreferent was learnt from a corpus. The more
accurate this stage is, the more accurate the subsequent clustering stage will be.
Our detailed study of the informativeness of a considerable number of pairwise
comparison features and the effect of sample selection added to the few literature
[14,1,3] on these two issues.

We provided a list of 47 features for coreference pairwise comparison and dis-
cussed the linguistic motivations behind each one: well-studied features included
in most coreference resolution systems, language-specific ones, corpus-specific
ones, as well as extra features that we considered interesting to test. Different
machine learning experiments were carried out using the TiMBL memory-based
learner. The features were shown to be weakly informative on their own, but to
support complex and unpredictable interactions. In contrast with previous work,
many of the features relied on gold standard annotations, pointing out the need
for automatic tools for ellipticals detection and deep parsing.

Concerning the selection of the training instances, down-sampling was dis-
carded as it did not improve performance in TiMBL. Instead, better results were
obtained when the training data followed the same distribution as the real-world
data, achieving 81.91±4.25P, 69.57±8.13R, and 75.12±6.47F-score. Finally, we
pointed out the importance of reporting confidence intervals in order to show
the degree of variance that the learnt model carries.
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comments. This research was supported by the FPU Grant (AP2006-00994) from
the Spanish Ministry of Education and Science, and the Lang2World (TIN2006-
15265-C06-06) and Ancora-Nom (FFI2008-02691-E/FILO) projects.

References

1. Bengtson, E., Roth, D.: Understanding the value of features for coreference reso-
lution. In: Proceedings of EMNLP, pp. 294–303 (2008)

2. Daelemans, W., Bosch, A.V.: Memory-Based Language Processing. Cambridge
University Press, Cambridge (2005)

3. Hoste, V.: Optimization Issues in Machine Learning of Coreference Resolution.
Ph.D thesis, University of Antwerp (2005)

4. Lappin, S., Leass, H.J.: An algorithm for pronominal anaphora resolution. Com-
putational Linguistics 20(4), 535–561 (1994)

5. Luo, X., Ittycheriah, A., Jing, H., Kambhatla, N., Roukos, S.: A mention-
synchronous coreference resolution algorithm based on the Bell tree. In: Proceed-
ings of ACL, pp. 21–26 (2004)

6. McCarthy, J.F., Lehnert, W.G.: Using decision trees for coreference resolution. In:
Proceedings of IJCAI, pp. 1050–1055 (1995)

7. Mitkov, R.: Robust pronoun resolution with limited knowledge. In: Proceedings of
ACL-COLING, pp. 869–875 (1998)

8. Morton, T.S.: Using coreference in question answering. In: Proceedings of the 8th
Text REtrieval Conference, pp. 85–89 (1999)

9. Ng, V., Cardie, C.: Improving machine learning approaches to coreference resolu-
tion. In: Proceedings of ACL, pp. 104–111 (2002)

10. Ponzetto, S.P., Strube, M.: Exploiting semantic role labeling, WordNet and
Wikipedia for coreference resolution. In: Proceedings of HLT-NAACL, pp. 192–
199 (2006)

11. Recasens, M., Mart́ı, M.A.: AnCora-CO: Coreferentially annotated corpora for
Spanish and Catalan. Language Resources and Evaluation (to appear)

12. Soon, W.M., Ng, H.T., Lim, D.C.Y.: A machine learning approach to coreference
resolution of noun phrases. Computational Linguistics 27(4), 521–544 (2001)

13. Steinberger, J., Poesio, M., Kabadjov, M.A., Jeek, K.: Two uses of anaphora resolu-
tion in summarization. Information Processing and Management: an International
Journal 43(6), 1663–1680 (2007)

14. Uryupina, O.: Knowledge Acquisition for Coreference Resolution. Ph.D thesis,
Saarland University (2007)

15. Van Deemter, K., Kibble, R.: On coreferring: Coreference in MUC and related
annotation schemes. Computational Linguistics 26(4), 629–637 (2000)

16. Yang, X., Su, J., Zhou, G., Tan, C.L.: Improving pronoun resolution by incorporat-
ing coreferential information of candidates. In: Proceedings of ACL, pp. 127–134
(2004)



Coreference Resolution on Blogs and
Commented News

Iris Hendrickx1 and Veronique Hoste1,2

1 LT3 - Language and Translation Technology Team, University College Ghent,
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Abstract. We focus on automatic coreference resolution for blogs and
news articles with user comments as part of a project on opinion min-
ing. We aim to study the effect of the genre shift from edited, struc-
tured newspaper text to unedited, unstructured blog data. We compare
our coreference resolution system on three data sets: newspaper articles,
mixed newspaper articles and reader comments, and blog data. As can be
expected the performance of the automatic coreference resolution system
drops drastically when tested on unedited text. We describe the charac-
teristics of the different data sets and we examine the typical errors made
by the resolution system.

Keywords: Coreference resolution, Blogs, Machine learning.

1 Introduction

One of the major challenges in an ever more globalizing world, in which the
rise of the internet has led to a tremendous information and opinion overload,
is the development of techniques which can assist humans in managing and
exploiting this information wealth. Whereas, until recently, the international
natural language processing research community mainly focused on the “factual”
aspects of content analysis , we can observe a growing interest in the analysis
of attitude and affect in textual sources. As messages (consumer reviews, blogs,
e-mails, short messages, etc.) are becoming more prevalent on the Internet than
edited (newswire) texts, it becomes crucial to develop robust technologies to
extract not only the factual information, but also opinions, evaluations, beliefs
and speculations from text.

In blogs, opinion sites, message boards, chats and forums, people can describe
their personal experiences and opinions on about anything. People write about
their personal life and express their opinions through writing blogs; they actively
participate in discussions around the news by participating in forums or by
posting comments on texts written by others. Newspapers have engaged in these
trends: they no longer just publish their news articles online, but they offer
their readers the opportunity to participate and publish their own comments
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and opinions about an article. News is also much more interactive as it is not
published once a day as is the case with printed newspapers, but news stories are
updated every time an event evolves. In case of major events, some newspapers
even start live blogs offering people direct communication with the journalists
present at the scene of the event.

As people are so productive in expressing their opinions on the web nowa-
days, their generated content is not only useful for anyone who has to make
everyday decisions (like which brand to choose, which movie to go to, which
hotel to choose), companies as well are anxious to understand how their services
and products are perceived. Given the enormous amount of potentially interest-
ing information, which is impossible to handle manually by media analysts, an
automatic procedure is required which offers a digest of opinions on a certain
product, service or company. This media reviewing procedure creates a variety of
opportunities for individuals and organizations: to support companies in prod-
uct and service benchmarking, to support market and competitor intelligence, in
customer complaint management, in customer relation management, in advertis-
ing (associate advertisements with user-generated content), as decision support
for political organizations, etc.

In order to support media analysts in their analysis of trends and opinions,
automatic extraction tools are needed which are able to reliably detect the three
basic components of an opinion [14]: (i) an opinion holder, viz. the person, insti-
tution, government, etc. that holds a specific opinion on a particular object, (ii)
the target, i.e. a product, person, event, organization, topic, or even an opinion
on which an opinion is expressed [20] and an opinion i.e. a view, attitude, or
appraisal on an object from an opinion holder. The opinion classification could
be tertiary (sentiment polarity classification) [28] or scalable (sentiment strength
detection). Both the identification of the opinion holder and the target involve
coreference resolution [21].

Coreferential resolution between the mentioned entities in the text and across
different texts plays an important role in automatic opinion mining. We focus on
automatic coreference resolution for blogs and news articles with user comments
as part of a project on opinion mining for Dutch. We aim to study the effect of
the genre shift from edited structured newspaper text to unedited, unstructured
blog data. We compare our coreference system on three data sets: newspaper
articles, mixed newspaper articles and reader comments, and blog data. Blogs
can be seen as online diaries expressing the personal opinions of the blog author.
They are often written in a style that resembles spoken language. Published
news articles on the other hand are highly structured, factual and edited. On
the point of referring expressions, blogs contain much more personal pronouns
than newspaper text [16].

In the next Section we first describe related work on coreference resolution
and opinion mining. Section 3 gives a detailed overview of the three data sets we
use and describes the characteristics of the different text genres. In Section 4, we
explain our experimental setup. Section 5 presents our results which are further
discussed in the section. Section 6 presents some concluding remarks.
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2 Related Work

Nicolov et al. [18] investigated the effect of coreference resolution for the task of
product opinion mining in blog data. As text from a blog often contains topic
drifts, they propose to use snippets of texts around a product name instead of
full blog posts as a starting point for opinion extraction. In their study, they
showed that information on coreference relations can improve their opinion min-
ing system with approximately 10%.

The work of Stoyanov and Cardie [21] studies coreference resolution for opin-
ion summarization. The authors focus on identifying opinion holders and re-
solving coreference relations between them. They work with partially annotated
data in which only the opinion holder’s coreferential information is annotated.
They propose a new algorithm that can handle partially supervised clustering
of this type of data. Choi et al. [4] and Bethard et al. [2] present closely related
work, yet they aim at another type of relations. They study the recognition of
entities and the relations between opinion holders and entities which by them-
selves represent opinions or beliefs. According to Kobayashi et al. [13], opinion
mining and anaphora resolution can be considered as similar type of tasks: one
can view linking an opinion to a source as linking an anaphor to an antecedent.

From a methodological point of view, coreference resolution on blog data could
also benefit from prior work on coreference in dialogue. Strube and Müller [23]
describe a machine learning approach to the resolution of third person pronouns
in spoken dialogue which uses a set of additional features which are specifi-
cally designed to handle spoken dialogue data (e.g. type of antecedent, verb’s
preference for arguments of a particular type). Their results show that these
additional features are mainly beneficial for recall. Jain et al. [11] describe a
rule-based system for handling anaphora in multi-person dialogues. The system
integrates different constraints and heuristics, some of which are tailored to dia-
logues, but they do not evaluate the added value of these specific constraints and
heuristics. Luo et al. [15] focus on coreference resolution in conversational docu-
ments (2007 ACE data) which incorporate speaker and turn information. They
propose to use this metadata information to compute a group of binary features
and show that this metadata information improves the ACE-value for broadcast
conversation and telephone conversation documents. Given the (highly) unstruc-
tured nature of both dialogues and blogs, the insights from coreference resolution
on dialogue data can be useful for coreference resolution on blogs. Our present
study, however, is mainly focused on investigating the effect of genre shift; in
the near future, we plan to investigate feature construction typically tailored to
blog texts.

3 Data

In the present study, we aim to investigate the effect of the genre shift from edited
structured newspaper text to unedited, unstructured blog data. In order to do
so, we compared our coreference system on three data sets, namely newspaper
articles, mixed newspaper articles and reader comments, and blog data.
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As data set of published news text we used the KNACK 2002 data set which
contains 267 Dutch news articles manually annotated with part-of-speech, named
entities and coreferential information between noun phrases [9]. In the experi-
ments presented here, we only use the manually annotated coreference links. For
part-of-speech tags and named entities we use automatically predicted labels
produced by automatic taggers as detailed in Section 4.

In WordNet 3.0 [7] a blog is defined as “a shared online journal where people
can post diary entries about their personal experiences and hobbies; postings on
a blog are usually in chronological order”. A corpus of blogs has typical charac-
teristics in terms of its content, structure and temporal aspects [16]. The author
of a blog writes about his or her personal life often addressing many diverse topics
and expresses individual comments, ideas and thoughts. The internal structure
of a blog is a series of pieces of texts (posts). Timelines are an important feature
of blogs as each post in the blog has a time stamp and the most recent posts are
listed first. Blogs should not be seen as personal, isolated generated content, but
rather as part of a network: blog posts contain links to other pages and many
blogs offer readers the possibility to post reactions, making a blog interactive. As
blogs are not edited they contain more spelling errors, ungrammatical sentences,
and they deviate from newspaper text in terms of the use of capitalization, ab-
breviations and punctuation marks denoting emphasis or emoticons (like :D) or
duration effects (like ...).

Example 1 (Excerpt from news comments. Each comment has an author and
time stamp.).

wtf is twitter
Drinkyoghurt | 31-03-09 | 00:35
---
Duh, its just texting to a site so your friends can read
em there. What’dya mean detour?
And sorry if I explain it wrong, that’s cuz I don’t give
a shit.
Ozdorp | 31-03-09 | 00:52
---
Those extra hours of training at school makes teenagers
smarter apparently....
Paramada | 31-03-09 | 01:23
---
Twitter doesn’t stand a chance. They offer the same functio-
nality as SMS (with respect to character limitation) plus
some functions that the rest of the internet (Google, Digg,
RSS) deals with in a much better way. If you want to be
popular, do it with a suitable media method like Hyves.
(Not a fan either but I do have an account to get rid of
all that ridiculous ‘JOIN HYVES’ spam.)
Canterwood | 31-03-09 | 16:52
---
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Our third source of data consists of newspaper articles and reader comments
and is a mixture of text produced by professional writers and user-generated
unedited text. The reader comments have the form of posts with a time stamp
and are mostly displayed in chronological order. Both types of text address the
same topic, but differ highly in style and are opposites in many aspects such as
formal versus informal, factual versus personal, edited versus unedited. Contrary
to most blog posts which usually address all kinds of topics and thoughts, the
reader comments of a news article have a focused topic. The posted reactions to
news articles on news source websites have the same informal writing style and
structural characteristics as the blog data.

As an evaluation set, we collected 5 news articles with reader comments from
an online newspaper and 15 blog posts. These were also manually annotated
with coreferential information. The blog posts were collected from two blogs on
Belgian cities and are written by multiple authors. The content of the blog posts
varies from personal stories about a certain event to more informative blog posts
describing upcoming events in the city.

We selected five news articles and accompanying comments. The selected news
articles themselves are rather short, no longer than 20 sentences. The number of
reader comments per article ranges from 88 to 123 different comments. In general
these comments are short, majority containing atmost one or two sentences. The
language use strongly resembles chat or spoken language. As an example of this
type of data, we translated an excerpt of the comments on a Dutch news article
stating that adolescents are not enthusiastic about Twitter as shown in Example
1. We consider each news article and the accompanying reader comments as one
single document. This is a practical choice, many of the comments refer to the
entities mentioned in the news article. However we do notice that our single
document view is somewhat simplistic and not all characteristics of the data are
well captured in our representation.

Table 1 gives an overview of the size of the different test sets. It mainly reveals
that there are no differences in sentence length between the fairly structured blog
data and the published news texts. The data set with the newspaper articles and
reader comments, however, contains shorter sentences. Table 2 presents informa-
tion about the type and quantity of anaphors in the different test sets. Our ob-
servations confirm the findings published in [16]; the blogs and commented news
both contain relatively more pronouns. Here we focus on a quantitative overview
of the number of pronouns which are not part of a coreference chain, presents a
similar tendency: 61% of the pronouns in the data set containing the newspaper

Table 1. Data statistics: number of tokens, sentences and average sentence length per
data set

Test set #Documents #Tokens #Sent. Av. sent. length
Published news texts 25 111,117 576 19.3
News and comments 5 14,276 937 15.2
Blogs 15 5,689 289 19.7
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Table 2. Proportion of pronominal, common noun and proper noun coreferential NPs.
Number of pronouns which are not part of a coreference chain.

Test set No coreference Coreference
Pronouns Pronouns Proper N. Common N. All

Published News texts 178 282 426 492 1200
News and comments 610 390 200 537 996
Blogs 101 214 100 269 583

articles with reader comments does not refer to a preceding antecedent, whereas
this percentage is much lower for the other two data sets (Published: 32.1% and
Blogs: 38.7%).

4 Experimental Setup

The coreference resolution system takes a machine learning approach following
the example of a.o. Soon et al. [19], Ng and Cardie [17] and is based on previous
work of Hoste [10] for Dutch. Coreference resolution is seen as a classification task
in which each pair of noun phrases in a text is classified as having a coreferential
relation or not. For each pair of noun phrases, a feature vector is created denoting
the characteristics of the pair of noun phrases and their relation.

To create the feature vectors, we first process the text. First, tokenisation
is performed by a rule-based system using regular expressions. Part-of-speech
tagging and text chunking is performed by the memory-based tagger MBT [5].
For the grammatical relation finding which determines which chunk has which
grammatical relation to which verbal chunk (e.g. subject, object, etc.) a memory-
based relation finder is used [24]. We also use a automatic Named Entity Recogni-
tion system, MBT trained on Dutch data set of the CoNNL 2002 shared task [25].
Besides these predicted labels (persons, organizations, locations, miscellaneous
names), the system performs a look up names in gazetteer lists to supplement
the automatic system, and to refine the predicted label person to female or male.

Several information sources contribute to a correct resolution of coreferential
relations: morphological, lexical, syntactic, semantic and positional information
and also world knowledge. In order to come to a correct resolution of coref-
erential relations, existing systems, e.g. [8,3,19,22], use a combination of these
information sources. For our coreference resolution system, we extract the follow-
ing types of features: string overlap, distance between the noun phrases, overlap
in grammatical role and named entity type, synonym/hypernym relation lookup
in WordNet, morphological suffix information and local context of each of the
noun phrases. For a more detailed description of the feature construction, we
refer to [10].

We train different systems for different types of referring expressions. This
allows us to optimize the system for each type of expression separately. Further-
more, splitting the treatment of the expressions can also help to focus on the
errors separately for each referring expression made by the resolution system.
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We create three separate systems for pronouns, named entities and common
nouns and optimize the machine learning classifier for each type separately. As
machine learning algorithm we used memory-based learning as implemented in
the software package Timbl [6]. We optimized the algorithmic parameters and
feature weighting for each system with a heuristic search method that iteratively
tries to find an optimal parameter setting for the data set at hand [26].

The experiments on the three different data sets are set up in the following
way. We split the KNACK data set into a training set of 242 articles and a held
out set of 25 articles for testing. The blog data set and news comments data
set were only used for testing and not for training. We train our coreference
resolution system on the KNACK training data and test it on each of the three
different test sets. We measure the performance of our system using the MUC
[27] and the B-Cubed [1] scoring software.

5 Results

We present the results of our coreference resolution on the three data sets in
Table 3. We computed precision, recall and F-score using the MUC scoring and
recall computed with the B-cubed method. As can be expected, the performance
of the coreference resolution systems drops significantly for the blog and news
with comments test sets. The results on the blog material are the lowest. The
MUC scores and B-cubed scores show the same tendencies.

Table 3. Results of the coreference resolution system on the three different data sets:
Edited newspaper text, blog data and news with reader comments. Scores computed
with the MUC and B-cubed scoring methods.

MUC scoring B-cubed
Test set Recall Precision F-score Recall
Published News texts 44.7 66.8 53.6 52.3
Blogs 18.9 40.0 25.7 43.5
News and comments 26.7 42.7 32.8 48.7

5.1 Error Analysis

On the basis of a shallow manual error analysis on three texts of each corpus,
we were able to detect typical errors that are made on the different data sets.
The most problematic classes are the following:

– Pronouns erroneously being classified as coreferential: For the pub-
lishednewspaper texts, we could observe a largenumber of pleonastic pronouns
which were linked with a preceding noun phrase. The pleonastic pronoun was
always the neutral third person singular pronoun “het”. The news and reader
comments data set reveals the same tendency, but in this data set it is not re-
stricted to the neutral third person singular pronoun. Also personal pronouns
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like “je” (you) or “zij” (they) are often used when referring to people in general
and not to a specific entity mentioned in the text. e.g.

(1) Du: Als het met dat coördinatiecentrum slecht afloopt (...)
(En: If it doesn’t end well with that coordination centre...)

– Incomplete detection of noun phrases: All data sets share the problem
of the incomplete detection of noun phrases which leads to partial detection
of coreferential relations. e.g. in sentence 2 below, only part of the NP is
recognized, viz. “Mevrouw”.

(2) Du: Mevrouw Spiritus Dasesse zet heel geëmancipeerd haar meisjesnaam
voorop (...)
(En: Mrs Spiritus Dasesse puts her maiden name first)

– Problems with the current feature vector: For all data sets, the feature
vector sometimes does not provide enough disambiguating information to
distinguish between a positive and negative classification. e.g. in example 3,
“elkaar” is erroneously linked to “de 190 miljoen euro”. The feature vector
given below was used as the basis for the positive classification.

(3) Du: Hij herhaalt dus alweer dat hij tegen half januari de 190 miljoen

euro bij elkaar heeft (...)
(En: He repeats again that he’ll have the 190 milioen euro by mid-January)
(7 519 1088 ) (elkaar ) (7 518 1083 ) (de 190 miljoen euro ) 0 1 miljoen euro
bij TW(hoofd,prenom,stan) N(soort,ev,basis,zijd, stan) VZ(init) heeft om
in WW(pv,tgw,met-t) VZ(init) VZ(init) dist lt two appo no jpron yes 0 0
0 0 num na 0 0 0 0 0 0 0 0 I-OBJ I-OBJ I-OBJ person 0 0 0 0 0 zijdig 3p
refl def yes 0 0 0 0 NEG POS

– Errors that need ’world knowledge’ or sophisticated information
resources: For some of the coreferential links a specialized resource such
as an ontology or a database with gathered facts is needed to resolve the
ambiguity. The abbreviation “MP” (minister president) in example 4 refers
to earlier mentions in the text like “Balkenende” and “JPB”. To resolve
these coreferential links one needs to know the name of the current minister
president of the Netherlands. Our training material is not helpful because it
is older than the comments news articles and blogs, so the names referring
to ’minister president’ in the training material are different than the ones in
this test material.

(4) Du: Het is in Nederland een grote rotzooi en onze MP maar praten over
normen en waarden.
(En: The Netherlands is a big mess and our MP just talks about values.)
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6 Conclusion

The work presented here can be seen as a first step towards a automatic corefer-
ence resolution system that will be integrated in an online automatic extraction
tool for media analysis. Here we focused on examining the differences in language
use between texts from (printed) newspapers and mixed newspaper articles and
reader comments and blog data. We studied the characteristics of the three dif-
ferent data sets in Section 3. We experimented with an automatic coreference
resolution system trained on edited newspaper text and compared it’s perfor-
mance on the three different text types. As expected, our results show that the
performance of our automatic coreference resolution system drops significantly
when confronted with unedited text. Next we examined in more detail the type
of errors made by the system and the possible causes of these errors.

An obvious method to improve the coreference resolution system is to train not
only on newspaper articles, but also on a data set consisting of spoken language
or annotated blogs and commented news data. However, we believe that adding
training material will not be sufficient to resolve all problems. In an adapted
version of our coreference system we also plan to add additional features. We
would like to add factual information gathered from the web or from available
corpora. Finding facts is a method that is regularly applied in question-answering
systems e.g. [12]. This type of information can be seen as a resource of ’world
knowledge’ and help to resolve ambiguities like the one illustrated in example 4.

The discussion on related work on dialogues already suggested that informa-
tion on turn-taking can be valuable. We expect this to be true for blogs and
reader comments as well. Especially for pronouns in the commented news data
set, explicit information about turn-taking can help our system to resolve pro-
nouns that refer to the author or to authors of previous comments. Because our
system already has a separate trained module for pronominal anaphors, it will
be relatively easy to adjust the system on this point.
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Abstract. We focus on automatically finding similar documents using
coherent chunks. The similarity between the documents is determined by
identifying the coherent chunks present in them. We apply linguistic rules
in identifying the coherent chunks and uses Vector Space Model (VSM)
in determining the similarity among documents. We have taken patent
documents from USPTO1 for this work. This method of using coherent
chunks for identifying similar documents has shown encouraging results.

Keywords: Coherence, Document similarity, Coreference.

1 Introduction

The work presented in this paper has two parts a) identifying the coherent chunks
and b) finding the cross document coherent chunk similarity. The present work
analyses the patent documents and identifies whether the documents are similar.
Two or more sentences are coherent if they are semantically connected. A set
of such coherent sentences are called a coherent chunk. Two objects are said to
be similar, when they have common properties between them. For example, two
geometrical figures are said to be similar if they have the same shape. Hence
similarity is a measure of degree of resemblance between two objects. Two doc-
uments are said to be similar if any one of the following holds

i) the events described are same
ii) the topics described are same
iii) the concepts defined are same
iv) the events and the topics are related to each other

For finding coherent chunks in a document, we propose a set of linguistic rules
that could identify the connection between adjacent sentences in a document.
Based on these rules the connected sentences are identified and that determines
a coherent chunk. The coherent chunks give information that is required for the
identification of similarity.

The paper is further organized as follows. The following section describes the
coherence analyser. In section 3, the similarity analyser is described. In Section
4, the experiments and results are discussed. Section 5 gives the conclusion.
1 United States Patent and Trademark Office. http://www.uspto.gov/
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c© Springer-Verlag Berlin Heidelberg 2009



Identification of Similar Documents Using Coherent Chunks 55

2 Coherence Analyser

In order to interpret a sequence of sentences fully, one must know how the
sentences cohere; that is, one must be able to infer implicit relationships as well
as non-relationships between the sentences.

Consider the following example:

(1) The car broke down in the middle of the forest and we reached late.
Its engine had a problem.

Such sentences appear coherent because it is easy to infer how the second
sentence is related to the first.

Contrast this with the following sentence:

(2) The car broke down in the middle of the forest and we reached late.
The city has heavy traffic in the evening.

The above sequence of sentences is not coherent since there is no obvious
connection between the two sentences. One would say that there is no relation-
ship between the sentences. Furthermore, because the second utterance violates
an expectation of discourse coherence [19,9,6], the sentences seem inappropriate
since there are no linguistic clues (for example, prefacing the second sentence
with always) marking it as a topic change. Coherence makes a text semantically
meaningful and it is achieved through syntactical features such as anaphors he,
she, it, that, this, connectives but, whereas, repetitions of noun phrases and as
well as presuppositions and implications connected to general world knowledge.
The identification and specification of sets of linguistic relationships between sen-
tences forms the basis for many computational models of discourse [20,14,9,3].

In this section we present a linguistic method for recognizing coherent rela-
tionships between sentences. The coherence clues present in the sentence are
directly visible when we go through the flow of the document. Here we consider
four features for identifying the coherent chunk such as connectives, anaphors,
noun reappearance and thesaurus relationships. The analysis of these clues and
the rules developed for identifying the chunks are explained in detail below. For
the analysis we have taken data from patents in the domain of electronics which
are freely available in the USPTO site.

2.1 Connectives

Little words like whereas, but, moreover etc. form the list of connectives. They
are a finite set and what they refer will vary in syntactic form. When parsing
through a document, the relationship among adjacent sentence is determined
by the type of connective that is used. Here we look into connectives which are
explicitly marked. Consider the following sentences.

(3) a. This invention relates to an optical fiber connector arrangement.
b. In particular, the invention relates to optical fiber connectors

having hermaphroditic bayonet couplings.
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c. These couplings have two diametrically opposed connection arms,
the arms of one connector fitting in the spacing between the arms
of another identical connector to enable the two connectors to be
coupled together.

d. Relative rotation between one connector and other identical
connector then enables a bayonet connection to be established.

e. There are two possible orientations in which it can be attempted
to couple the connectors, and only one orientation is correct
(unless there is only one fiber located centrally in the connector).

f. However, connectors of this type may be located in areas with
adverse weather or light conditions, so that it may be difficult
to obtain the correct alignment.

In the above sentences the connective however in (3f) is connecting the sen-
tence with (3e). But semantically it is connecting all the six sentences. Here
however is occurring in the sentence initial position. Hence (3f) and (3e) are
coherent chunks. There are connectives such as accordingly, again, also, besides
which cannot come in the initial position of the sentence, but they indicate
the connectedness of a sentence with the previous sentence. Furthermore, the
appearance of the connective words such as consequently, finally, furthermore,
at the beginning or middle of a sentence was found to be highly cohesive with
the previous sentence. There are connectives which can appear sentence medi-
ally. Hence we classify connectives according to its position of occurrence in a
sentence. The position of the connective denotes whether it is connecting to a
sentence or a clause or a phrase.

2.2 Anaphora

The most common type of anaphor such as he, she, it, these, that etc. are taken
into account for analysis and resolution. The major classifications in anaphors are
the first, second and third person pronouns. First and second person singular
and plural are commonly used as deictic, though they are used in anaphoric
form in discourse. Anaphora resolution refers to the problem of determining the
noun phrase (NP) that refers to an anaphor in a document. The noun phrase
to which the anaphor refers is called its antecedent. There are many approaches
to solve this problem such as rule based, statistical and machine learning based
approaches. Consider the following example.

(4) a. In particular, the invention relates to optical fiber connectors
having hermaphroditic bayonet couplings.

b. These couplings have two diametrically opposed connection
arms, the arms of one connector fitting in the spacing between
the arms of another identical connector to enable the two
connectors to be coupled together.

Here these has a referent in the previous sentence hermaphroditic bayonet
couplings and they make the two sentence cohere.
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2.3 Noun Reappearance

The reappearance of NEs in adjacent sentences is an indication of connected-
ness. When such adjacent sentences are found, they form coherent chunks. Two
adjacent sentences are said to be coherent when both the sentences contain one
or more reappearing nouns.

(5) a. A pin and a receptacle together form a connector for coupling
optical elements carried thereby.

b. Advantageously, the pins and receptacles of this invention are of
simple configuration.

Here the noun phrase pin and a receptacle is repeated in both the sentences.
This shows that both the sentences are coherent.

2.4 Thesaurus Relationship

The relationship between words across sentences can be used to find semantically
related words. The appearance of related words is an indication of its coherence.
The relationship between words could be identified using an ontology. Here we
have developed an ontology for electronic devices and it has devices as the main
node. The subnodes contain the components and the applications of the device.
Other than this ontology we use the WordNet ontology for identifying the related
words. WordNet covers most of the sense relationships of any noun and verb. To
find the semantic neighborhood between adjacent sentences, most of the lexical
relationships such as synonyms, hyponyms, hypernyms, meronyms, holonyms
and gradation can be used [4]. Hence, semantically related terms are captured
through this process.

(6) a. It is accordingly an object of the invention to provide a plug
connector for a fiber optic cable, which overcomes the above-
mentioned disadvantages of the prior art devices and methods
of this general type and which results in a connector with a
protected connector configuration that can be prefabricated.

b. With the foregoing and other objects in view there is provided,
in accordance with the invention, a connector for a fiber optic
cable, comprising: a plug pin assembly defining a plug-in axis
and enclosing an end of an optical fiber, the plug pin assembly
having a forward end relative to a plug-in direction and a rear
end.

In this example the connector in sentence (6b) relates to plug connector in
sentence (6a).

2.5 Coherence Finding Algorithm

The algorithm has four modules of resolution for coherent chunk identification.
In the algorithm the connective identification is done first since this gives more
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information about coherent chunks, the next the anaphors are resolved. In the
third module the noun reappearance is identified and finally we identify the
thesaurus relationship. If anyone of the above is present in a sequence of sentence
we consider that sequence as coherent.

Connectives Resolution: Identify the connectives in the set of sentences and
find its position in the sentence.Depending on thepositionof the connective it could
be identified whether it is connecting to the previous sentence, clause or phrase.
High preference is given to the connective which connects the previous sentence.

Anaphora Resolution: The anaphora resolution system we use work on the
salience factors arrived at by linguistic analysis of the corpus, preference rules
and semantic disambiguator. The input to the system is a fully parsed output
from FDG parser and the output from named entity resolution(NER). The lin-
guistic information taken from FDG parser is Subject, Direct object and Indirect
object. We use salience factors and its weight for the resolution of anaphors. The
scores are discussed in detail below.

(a) The current sentence gets a score of 100 and it reduces by 10 for
each preceding sentence till it reaches the fifth sentence. The
system considers five sentences for identifying the antecedent.
Current sentence is the sentence containing the anaphor.

(b) The analysis showed that the subject could be the most probable
antecedent for the anaphor. The subject noun phrase is given a score
of 80.

(c) The direct object of a sentence gets a score of 50.
(d) The indirect object of a sentence gets a score of 40.

The NE tags of the anaphor and the NPs are considered for feature agree-
ments. For example if the tag of anaphor is Individual then the NP with In-
dividual tags alone are considered. We have other feature agreements such as
anaphor with Group can have antecedent candidates with Organization. We
have also used the pronoun information from the parser for identification of pro-
nouns and pronouns number such as singular or plural. Another rule that is
used: Incase if two NP become the probable candidates with same salience score
and the agreement is also same, then the NP which is nearer to the anaphor is
considered as the antecedent.

Noun Reappearance: Named Entities are used for noun reappearance identi-
fication. Named Entity Recognition (NER) is the task of identifying and classi-
fying the rigid designators such as person, place, organization, products, devices
etc, in a given document. NER can be visualized as a sequence labeling task and
thus can be done with machine learning algorithms supporting sequence label-
ing task. Our method uses Conditional Random Fields (CRFs) for learning from
the corpus and tagging new sentences. CRFs is a machine learning algorithm
suitable for sequence labeling task. CRFs extracts features from the training
data using the Templates supplied, and learns from the training data the suit-
able scaling factors for each of those features. We have trained the system with
1,00,000 words and tested the system.
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Thesaurus Relationship: We have developed an ontology for electronic goods
and that has relationship marked according to the relation of a part with the
whole. For example, if we take diode then it will be connected to all equipments
which require a diode. We also use WordNet which covers most of the sense
relationships. Hence, semantically related terms are captured using the ontology
and WordNet.

2.6 System Architecture

The system works as follows: The pre-processor processes the input documents
for sentence splitting, morphological analysis, POS tagging, NP chunking and
Parsing. The patent documents are preprocessed to enrich the sentences with
required syntactic information. The documents are preprocessed using Brill’s
Tagger [2] for POS tagging and fn-TBL [15] for text chunking. On this prepro-
cessed text, Named Entities are identified using a Named Entity Recognizer as
explained in section 2.5. The input to the coherence analyzer is the pre pro-
cessed text. In the coherent analyzer we use the Connective module first to the
pre-processed input. Here we take five sentences above the sentence containing
the connective. The sentences which are having the referent for the connective
are taken as coherent chunks. Then the anaphora resolution module is called
and the anaphors present are identified and resolved. The NPs are taken from
five sentences above the sentence in which the anaphor occurs. The agreement
is checked using the NER and the FDG output. The sentences which have the
antecedent of an anaphor are considered as a coherent chunk. If there is repe-
tition of the same NE more than once in consecutive sentences then they are
considered as coherent. Here we look upto the fifth sentence. The ontology is
used to identify the whole and part relationship. The sentences which have this
relationship are taken as coherent sentences. The sentences which satisfy one
of the above rules are considered as a coherent chunk. If all the four rules are
applicable then it is considered as a highly coherent chunk.

3 Identifying Similar Chunks across Documents

3.1 What Is Similarity?

Two documents are said to be similar if they describe about a same event or
subject or entity. Similar documents are not identical documents. For example a
document N1 describes about a bomb blast incident in a city and document N2
also describes about the same bomb blast incident, its cause and investigation
details, then N1 and N2 are said to be similar. But if document N3 talks of
terrorism in general and explains bomb blast as one of the actions in terrorism
and not a particular incident which N1 describes, then documents N1 and N3
are dissimilar.

The task of finding document similarity differs from the task of document
clustering. Clustering is a task of categorization of documents based on domain
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or field. In the above example, documents N1, N2 and N3 can be said to be a
cluster of the crime domain. When documents are similar they share common
noun, verb phrases and named entities. While in document clustering, sharing
of named entities and noun phrases is not essential. Similarly, similar documents
are not identical documents. Identical documents have exactly same content.
The task of recognising text entilement is different from identifying similar doc-
uments. In text entilement, it has to be identified whether text T2 is inferred
from text T1 (RTE-5, TAC 2009). Identification of similar documents would help
in recognising text entilement across documents.

3.2 Related Work

Dekang Lin [11] defines similarity from the information theoretic perspective
and it is applicable if the domain has probabilistic model. Many similarity mea-
sures were developed, such as information content [21], mutual information [8],
Dice coefficient [5], cosine coefficient [5], distance-based measurements [10,16],
and feature contrast model [23]. McGill surveyed and compared 67 similarity
measures used in information retrieval [13].

In the last decade, there has been significant amount of work done on find-
ing similarity of documents and organizing the documents according to their
content. Similarity of documents are identified using different methods such as
Self-Organizing Maps (SOMs) [12,18], based on Ontologies and taxonomy [7,21],
Vector Space Model (VSM) with similarity measures like Dice similarity, Jac-
card’s similarity, cosine similarity [22]. Bagga et al. [1] have used VSM in their
work for finding coreferences across the documents in English.

There are many statistical techniques such as Support Vector Machines (SVM),
Vector Space Model (VSM), Latent Semantic Analysis (LSA) used in document
processing. SVM is popularly used for document clustering. LSA is used in prob-
lems where dimension reduction could be done. It is generally believed that
LSA could be used for similarity identification because there is a misconception
that similarity identification is also the same as dimensionality reduction. The
drawback of LSA is that the reduced dimension matrix is difficult to interpret
semantically and is not suitable for identificaiton of similar documents.

3.3 Identification of Similar Documents

In the present work, we have used Vector Space Model (VSM). In VSM, each
document is represented by a vector of terms. A vector is a set of elements or
objects having magnitude and direction. When the documents are represented
as vectors, the words (or terms) in the documents constitute the vector. This
is called as vector of terms, also called as document vector. In VSM, the vector
of terms specifies the number of times each term occurs in the document (the
term frequencies).These term frequency counts are weighted to reflect the global
importance of each term with-in the whole set of documents. The weighting
function used is the inverse document frequency (idf ). If a term t occurs in n
documents in the collection then the idf is the inverse of log n. This vector of
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weighted counts is called a “bag of words” representation. Words such as “stop
words” (or function words) are not included in the representation. For example
the document D1, D2 has the following texts.

D1: “A fiber optic connector having a plug portion with first and second ends,
the first end receiving a first fiber optic cable(s) providing optical energy and a
second fiber optic cable(s) for bidirectional optical data communications.”

D2: “An optical fibre connector is shown comprising a jack mounted to a
mother board and a plug mounted to a daughter board. The plug has a slidable
insert retained by thrust lances against a shoulder of the plug housing such that
the insert can be inserted into a cavity of the jack.”

The terms which constitute the document vector for D1 and D2 are against,
insert, thrust, housing, providing, cable, slidable, mounted, bidirectional, jack,
data, communications, retained, energy, shown, comprising, daughter, cavity,
shoulder, connector, optic, fibre, receiving, board, mother, optical, fiber, plug,
portion. The weights for these terms are calculated, as product of term frequency
in the document and inverse document frequency of the terms. Terms are taken
in the x-axis and documents on the y-axis.

Similarity between documents is a function of commonality and differences in
the documents. The most useful measure for finding this function of common-
ality and differences is the cosine similarity measure. Cosine similarity measure
between two documents is the scalar product of the two document vectors.

Let S1 and S2 be the term vectors representing the documents D1 and D2,
then their similarity is given by equation 1 as shown below.

Sim(S1, S2) =
∑

tj

(W1j × W2j) (1)

where,
tj is a term present in both vectors S1 and S2.
W1j is the weight of term tj in S1 and
W2j is the weight of term tj in S2.

The weight of term tj in the vector S1 is calculated by the formula given by
equation 2, below.

Wij =
(tf × log(N

df ))
√

(S2
i1 + S2

i2 + . . . + S2
in)

(2)

where,
tf = term frequency of term tj
N =total number of documents in the collection
df = number of documents in the collection that the term tj occurs in.

The denominator
√

(S2
i1 + S2

i2 + . . . + S2
in) is the cosine normalization factor.

This cosine normalization factor is the Euclidean length of the vector Si, where
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i is the document number in the collection and S2
in is the square of the product

of (tf × log(N
df )) for term tn in the vector Si.

For the purpose of identifying similar chunks, the coherent chunks obtained
from the coherence chunker are taken and represented in the form of vectors, in a
vector space model (VSM). For the task of cross-document similarity, the words
within each coherent chunk are considered as terms for building the language
model [17].

The main feature in this work of finding similarity across the documents is
that, instead of taking the terms from the whole document, only the terms in
the coherent chunks for each corresponding section of the document are taken
to build the document vector. For finding the similarity between sections within
a single document, each coherent chunk identified by the coherence analyser are
considered as invidual documents and document vectors are built.

The other feature of this work is that when terms inside the coherent chunks
are taken, the terms are not the mere words (separated by white spaces), but it
is a named entity (NE) or a noun phrase (NP) or a verb phrase (VP). The whole
NE/NP/VP is a single term. For example in the above said documents D1 and
D2, the document vector would constitute the terms fiber optic connector, plug
portion, fiber optic cable(s), optical data communications, optical energy, optical
fibre connector, mother board, daughter board, jack, mounted. This way of taking
the terms for building the document vector, has helped in identifying similarity
between the sections within the document and also across the document. This
has helped in reducing false positives. Instead of taking the whole NE as a
single term, if each word is taken as single term, the documents which are not
actually similar would be shown as similar. This inherently helps in capturing
the contextual information. For example, for document D2, there are chances
of documents describing mother and daughter relationship also to be shown
as similar.

While using VSM in conjunction with cosine similarity measure, the important
factor that affects the results of the similarity identification, is setting a good
threshold point. In the cosine similarity measure, we obtain the cosine score in
the range of 0 (zero) to 1 (one). The score of zero means the two documents
being compared are totally different and have no common features. The score
of 1 (one) means the documents are completely identical documents, not just
similar. A score nearer to 1 means the documents being compared are similar.
This score for similarity varies for each document collection. There is no fixed
value for this score, to decide the similarity. The score value most suitable for
a particular document collection set, has to be identified by doing experiments,
by varying the score value and seeing the results. This can be done by doing
empirical studies on the data. Here we have performed experimental studies and
based on the findings of those experimental studies, we arrived at threshold score
of 0.70. For any two documents being compared, if the similarity score crosses
the threshold of 0.70, then those two documents are said to be similar.
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4 Experiments, Results and Discussion

The experiments were performed on US patent documents, obtained from USPTO
(US Patent and Trademark Office) website. Here we automatically identify the
coherent chunks within the single patent document and related chunks across
the patent documents. A patent document has mainly five sections, i) Abstract
ii) Claim iii) Prior Art iv) Summary and v) Detailed Description. Here we have
considered 68 patent documents from electronics domain for these experiments.

4.1 Identification of Coherent Chunks

Now the documents are analysed for identifying the coherent chunks using the
rules explained in section 2. The coherence analyser chunks the sentences in the
document into several coherent chunks. Table 1 shows the performance of each
rules and different rules when used together in the coherent analyser. Table 2
shows the number of occurrences, where the rules overlap.

In Table 1, the recall for Rule 1, Rule 2 and Rule 3 are 100%, as in these
rules we look for the connectives, anaphors and named entities respectively to
chunk the sentences. We use Ontology and WordNet to chunk sentences based
on the relationship of the noun phrases in Rule 4. The recall is low since the
ontology is not that robust. As the patent documents have more named entities,
the number of times the Rule 3 has got triggered is very high. Similarly, as the
Rule 4 checks for relation between the sentences, the occurrence of this rule is
also very high.

Table 1. Rule-wise Performance of the Coherence Analyser

Rules No. of
chunks the
rule should
be applied

No. of
chunks the
rules are

applied by
the system

No. of
chunks

where rules
are correctly

applied

Recall (%) Precision
(%)

Rule 1 615 615 586 100.00 95.28
Rule 2 273 273 258 100.00 94.51
Rule 3 6943 6943 6246 100.00 89.96
Rule 4 6166 5461 4817 88.57 88.21
Rule 1 & 2 6 6 5 100.00 83.33
Rule 1 & 3 411 411 401 100.00 97.57
Rule 1 & 4 383 350 324 91.38 92.57
Rule 2 & 3 132 119 102 90.15 85.71
Rule 2 & 4 131 123 114 93.89 92.68
Rule 3 & 4 4421 4113 3865 93.03 93.97
Rule 1, 2 & 3 1 1 1 100.00 100.00
Rule 1, 2 & 4 4 3 2 75.00 66.67
Rule 1, 3 & 4 259 245 232 94.59 94.69
Rule 2, 3 & 4 102 95 88 93.14 92.63
Rule 1, 2, 3 & 4 0 0 0 0.00 0.00
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In Rule 1, the connectives, which have other grammatical functions, mislead
this rule. For example, connectives such as that, occurs as a complimentizer as
well as determiner. There are also chunks, where the topic changes with the
sentence starting with connective as shown in example (7).

(7) a. This positions the latch projection 92 of the receptacle assembly
4 behind the transverse rib 38 on the housing body 10.

b. Whenever an optical fibre assembly is inserted, or such that
the biassing force is selectively applicable by a user.

Here though whenever is a connective, these sentences can not be chunked.
In Rule 2, pronouns such as it, which also occur as a pleonastic, mislead the

rule.

(8) a. One fiber optic connector is a so-called fiber optic “SMA”
connector that conforms to certain optical characteristics such as
insertion loss characteristics, and standard mechanical
characteristics such as thread sizes and diameters of connector
mating regions.

b. It can be difficult to determine the corresponding fiber optic
cables and connectors.

As shown in example (8), it occurs as a pleonastic element and not as an
anaphor.

The performance of Rule 3 depends on the performance of NER. For sentences
which are chunked by Rule 3, even if the sentences have the same named entities
occurring in consecutive sentence, they may refer to different real word entities.
This reduces the precision. The Rule 4 chunks the related sentences. There are
chunks, which do not hold relation as in example (9) and this affects the precision.

(9) a. Light weight cabeling is always prefered for a good circuit
system.

b. A rotatable connector comprising: a first optical coupler
adapted to mount to a first rotatable component, said first
optical coupler including a first light emitter for illumination.

In Table 2, the overlap of Rule 3 and Rule 4 is very high, as Rule 3 and Rule
4 have triggered in many instances and Rule 4 looks for the chunks with relation
and in these chunks reappearing of named entities are common.

The overlap of the rules is pictorially represented in Fig. 1. The overall per-
formance of the coherent chunk analyzer is shown in the Table 3.

Table 2. Overlap of Rules

Overlap Rule 1 Rule 2 Rule 3 Rule 4
Rule 1 - 6 411 350
Rule 2 6 - 119 123
Rule 3 411 119 - 4113
Rule 4 350 123 4113 -
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Fig. 1. Venn diagram – showing the rule overlaps

Table 3. Results for Coherent Chunks

Total Chunks in
the Document

No. of Chunks
identified by
the system

No. of Chunks
correctly

identified by
the system

Recall (%) Precision (%)

1400 1360 1251 97.14 91.99

4.2 Experiments Using Similarity Analyser

The coherent chunks identified by the coherent analyser are taken as the input to
this task. Similarity analysis is done as two experiments. In the first experiment
we compare these chunks across documents against the same section chunks
of the documents and in the second experiment we compare the chunks across
documents with different section chunks apart from the same section chunks.

Table 4 show the results of the first experiment and Table 5 show the results
of second experiment.

The analysis of the results from Table 4 shows that when Prior Art chunk
similarity is very high across documents, it was observed that those patents are
from the same inventor. If the Claim is having high similarity score then the
Patents are observed to be similar.
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Table 4. Similarity analysis when compared across documents against same section
chunks

Type of
Chunks from
section used
for similarity

measure

Total No.
of Chunks

No. of
similar
chunks

identified
across

documents

Actual
No. of
similar
Chunks

No. of
similar
chunks

correctly
identified

across
documents

Recall
(%)

Precision
(%)

Abstract 67 5 15 5 33.33 100.00
Claim 68 33 55 29 60.00 87.88
Prior Art 58* 12 30 9 40.00 75.00
Summary 48* 30 45 22 66.67 73.33
Description 68 19 35 12 54.28 63.16

Average 50.856 79.87
* Some patents do not have Prior Art and Summary as separate sections.

In Table 4, we observe that the recall for the abstract section is 33.33%.
The abstract section of the documents has maximum word limit constraint and
hence authors would use optimum number of words to describe their invention.
Therefore the similarity score obtained would be lower due to less number of
common words. The similarity score does not exceed the threshold fixed by us.
The threshold for the similarity is deduced by considering all the sections of
the documents and not for a specific section. Hence the actual chunks which
are similar also get filtered out, this reduces the recall. If the threshold can be

Table 5. Similarity analysis when compared across documents against all section
chunks

Type of
Chunks from
section used
for similarity

measure

Total No.
of Chunks

No. of
similar
chunks

identified
across

documents

Actual No.
of similar
Chunks

No. of
similar
chunks

correctly
identified

across
documents

Recall
(%)

Precision
(%)

Abstract 67 17 40 13 42.50 76.47
Claim 68 42 55 36 76.36 85.71
Prior Art 58* 25 50 17 50.00 68.00
Summary 48* 37 48 30 77.08 81.08
Description 68 45 65 32 69.23 71.11

Average 63.03 76.47
* Some patents do not have Prior Art and Summary as separate sections.
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calculated for each section, this reduction in recall could be taken care. In Table
5 also, we find a similar phenomenon happening for the abstract section.

In Table 4, we observe that the precision is 63.16 for description section. This
can be attributed to the sense disambiguation problem. This section describes
several electronic or electrical parts used in the devices invented. Even the names
used for the parts are same for example “bus”, they do not refer to the same
real world entity. Hence they are different. Here the sense is domain specific
and we would require domain specific thesaurus to disambiguate. From Table
4, we can obtain how many documents are similar, with respect to each section
of the document. For example, the similarity analyser gives 5 documents to be
similar with respect to abstract. From Table 5, we observe that the documents
are highly inter-related across the sections. We can infer that the documents
describe about devices, which have very similar usage by the end user, but their
built and manufacturing is different. For example the documents describe about
a connector device used to connect two fiber optic cables. Here the connectors
are manufactured differently.

5 Conclusion

We have used coherent chunks in a document to identify the similarity between
the different sections in a patent and across patents. Five major sections from
patents are taken for similarity analysis and compared with 68 patents. We
observe that identifying coherent chunks in the documents and then using the
coherent chunks for identifying the similarity gives more accurate results. We
obtain precision of 91.99% and a recall of 97.14% for the identification of coherent
chunks. Similarity analyzer gives an average precision of 79% and an average
recall of 63%.

Acknowledgements. We would like to thank Vijay Sundar Ram for all the
inputs related to the analysis of the results.
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Abstract. Expressions such as English himself are interpreted as lo-
cally bound anaphors in certain syntactic environments and are exempt
from the binding conditions in others. This article provides a unified se-
mantics for himself in both of these uses. Their difference is reduced to
the interaction with the syntactic environment. The semantics is based
on an extension of the treatment of pronominals in variable-free seman-
tics. The adoption of variable-free semantics is inspired by the existence
of proxy-readings, which motivate an analysis based on Skolem functions.
It is explained why certain anaphor types allow proxy-readings whereas
others do not.

Keywords: Anaphors, Exemption, Proxy-readings, Skolem functions,
Variable-free semantics.

1 Introduction

One of the intriguing properties of the English anaphoric system is that mem-
bers of one and the same class of elements –himself, and the other members of
its paradigm – must be locally bound (they are subject to condition A of the
binding theory) in one set of environments, and is exempt from this local binding
requirement in other environments. In such environments the antecedent need
not be local. In certain cases, a linguistic antecedent may even be absent and a
‘logophoric’ interpretation obtains. This contrast has been discussed, among oth-
ers,in [9],[12,13] (henceforth R&R) and [15,16,18]. A typical set of environments
where the contrast shows up is given in (1) and (2):

(1) *Alice expected [the king to invite herself for a drink]

(2) a. Alice expected [the king to invite [the Rabbit and herself ]
for a drink]

b. Alice expected [the king to invite [no one but herself ]
for a drink]

� The names of the authors appear in alphabetical order. The authors would like to
thank Jakub Dotlačil and Anna Volkova for their help in providing the Czech and
Russian facts.
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(1) illustrates the canonical case of a condition A violation. Herself is an
anaphor and must be bound in its local domain, roughly the minimal clause
containing it (see [2] for a precise statement of the canonical binding theory).
Alice is the only potential antecedent of herself, but is outside the latter’s binding
domain. Hence, (1) is ill-formed. However, in (2) Alice is even farther away from
the anaphor than in (1), yet here Alice can serve as an antecedent for herself, and
these sentences are well-formed. This is problematic for the canonical binding
theory, not only technically, but also conceptually. As R&R show, these and other
facts - for instance, the differences in distribution between simplex anaphors
(henceforth SE-anaphors) and complex anaphors (SELF-anaphors) like Dutch
zich and zichzelf and their cognates in other languages – follow if conditions A
and B are essentially seen as conditions on predicates and stated as follows:

(3) Conditions:
A: A reflexive-marked syntactic predicate is reflexive
B: A reflexive semantic predicate is reflexive-marked

These conditions are based on the following definitions (from R&R):

(4) Definitions:
a. The syntactic predicate of (a head) P is P, all its syntactic

arguments and an external argument of P (subject)
The syntactic arguments of P are the projections assigned
Θ-role or Case by P1

b. The semantic predicate of P is P and all its arguments at
the relevant semantic level

c. A predicate is reflexive iff two of its arguments are bound
by the same λ-operator 2

d. A predicate (of P) is reflexive-marked iff either P is lexically
reflexive or one of P’s arguments is a SELF-anaphor

For the moment we will focus on condition A, and the definitions in (4a,
c, and d). It is easily seen that in (1) herself is a syntactic argument of the
predicate formed of invite. Therefore, it reflexive-marks it. Condition A, then,
requires the predicate to be reflexive. This requirement cannot be met due to a
feature mismatch between the king and herself, hence the sentence is ruled out.
In (2a,b) herself is not a syntactic argument of invite. Rather, it is properly
contained in one (the Rabbit and herself and no one but herself, respectively).
Consequently, condition A does not apply, and the predicate is not required to
be reflexive. Here the anaphor is exempt, to use Pollard and Sag’s term. Hence,
no violation of condition A ensues. Where syntactic principles do not enforce

1 The reference to P includes P’s extended projection in the sense of [4].
2 The original definition is stated in terms of coindexing. Being bound by the same op-

erator follows the definition of binding in [11]. Note that this is not strictly speaking
compatible with the variable-free approach to be adopted in the body of this article,
but for the present purpose this can be ignored.
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an interpretation as a reflexivizer, its eventual interpretation will be determined
by general semantic and discourse principles. As is shown extensively by Pollard
and Sag, himself /herself may end up being bound by a higher c-commanding
antecedent, and, if none is available by a suitably prominent discourse entity,
receive a logophoric interpretation.

Summarizing, condition A expresses that the SELF- anaphor enforces reflex-
ivity of the predicate in (1), but not in (2). The questions we need to address
concern the way in which condition A is syntactically implemented, and how
this affects the semantic interpretation.

2 The Syntax of Reflexive-Marking

In a parsimonious theory of grammar, locality of binding should follow from the
same general principles that give rise to locality in other domains. Ideally, the
grammar should contain no statements specific to binding, except for a definition
of binding itself. Similarly, the interpretation of anaphors in various syntactic
contexts should be determined by the same semantic principles applying in a
uniform way. That is, the semantics of anaphoric expressions should be as general
as possible.

R&R [13] do not discuss a specific syntactic mechanism for reflexive-marking.
R&R [12], however, suggested that the mechanism involves covert syntactic
movement, with SELF moving onto the predicate head by head-movement. In
line with earlier approaches such as [6], we assume that himself is syntactically
complex, with SELF being an N projecting an NP, and him occupying a posi-
tion in the left periphery as in (5a), where F is a functional projection, which
we can assume to be Person.3 When inserted in the proper configuration, SELF
can be attracted by the head of the predicate, and adjoin to the latter, as in
(5b), which is transparently reflected in nominalizations such as self-hatred or
self-admiration.

(5) a. [FP him [NP SELF]]
b. DP [V P [V SELF V] [DP him [NP (SELF)]]]

This idea is elaborated in [15,16,18]. It is easy to see that the syntactic con-
ditions on exemption follow without further stipulation if the relation between
SELF and the predicate is indeed covert syntactic movement. If so, it is sensitive
to standard island conditions on movement, specifically head-movement. In (2a)
moving SELF onto invite would violate the coordinate structure constraint, in
(2) the adjunct island constraint (independently of whether these constraints can
be reduced to more fundamental principles of grammar). Hence SELF cannot

3 R&R assume that him is in the D-position. For reasons discussed in [19] its position
is in a functional projection below D, but for present purposes this issue can be put
aside.
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move onto the predicate in (2a,b) and require it to be reflexive, which explains
the exemption.4

A crucial claim of this approach is that English has only one expression him-
self. And indeed, this is the most parsimonious way to derive the complemen-
tarity of exempt and bound uses of himself. However, this claim naturally leads
to the question of its semantics. Can we find a unified semantics of himself cov-
ering both its bound and its exempt uses? The matter is discussed in [12] and
subsequently, in [16,18]. The idea pursued there is that SELF is a predicate
expressing identity. When adjoined to the predicate head SELF’s extension is
intersected with the extension of the predicate head, which intuitively conveys
the intended meaning. It is less clear what happens in exempt positions. Since
SELF is an identity predicate, one of its arguments will be the pronominal. The
other argument will have to pick up its value from the context. However, it is
not trivial to express the semantics in a compositional way. In the next section,
we will present a compositional semantics for himself. As we will show, this se-
mantics is extendable to different types of reflexive markers. Many languages,
for instance, use body-part reflexives. As we will see, our approach naturally
applies to such elements.

The basis for our semantics, however, is provided by the solution to another
puzzle, which we will introduce first.

3 Binding and Proxies

Our treatment of the semantics of himself is inspired by one of the well-known
properties of reflexive pronouns: their ability to have “proxy readings”. This is
illustrated in (6) [7]:

(6) (Upon a visit in a wax museum:) All of a sudden Ringo started
undressing himself.

Himself in (6) can refer to the “real” Ringo, but also to a statue of the
Ringo denoted by the subject. As Jackendoff argues, the availability of proxy
interpretations of reflexives (6) must be related to a general property of language:
the ability to refer to various “proxies” of an individual concept. In that respect,
the reflexive in (6) is not different from non-anaphoric NPs, which can also
refer to “non-canonical” proxies (cf. Ringo/the man is made of stone, whereas
Yoko/the woman is made of wax ) (see also [20] for pertinent discussion).

Jackendoff has argued that there is an asymmetry between NPs and anaphors
in their ability to carry a proxy reading, and claims that in (7) we cannot have
an interpretation where Ringo is the proxy and himself the person.

(7) Ringo fell on top of himself
4 It would lead us beyond the scope of the present article to go over all the cases of

exemption. See [13] for detailed discussion. The reduction of reflexive-marking to
SELF-movement has a range of non-trivial empirical consequences, which we cannot
possibly go into here. They are discussed in detail in [19].
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However, it is not at all difficult to create contexts where such an interpre-
tation is easily accessible. Consider a play where some actor plays a younger
Ringo, and Ringo plays an older fan. It is no problem to interpret the sentence
Ringo stumbled and fell on top of himself as true when the actor stumbled and
fell on top of the real Ringo. Thus, the availability of proxy-readings represents
a general property of expressions for individual concepts. Hence the following
generalization is expected to hold:

(8) Generalization: The range of available proxies for a bound
pronoun is the same range of proxies as for its antecedent.

Thus, while strict identity between the referents of a pronoun and its an-
tecedent is not mandatory even under binding, identity of the candidate proxy
referents for the two expressions is mandatory. This generalization reflects the
following observation: non-reflexive bound pronouns allow a proxy interpreta-
tion. For instance:

(9) All of a sudden, every pop icon started taking off the shirt he
was wearing.

In the wax museum context of (6), sentence (9) has a bound reading where
the pop icons took the shirts off their respective statues.

This leads to the question of the proper semantics of pronouns. In what one
may call the standard analysis of pronouns and anaphors, as summarized in for
instance [5], pronouns and anaphors are essentially variables. Their interpreta-
tion is given on the basis of assignment functions.

The fact that pronouns have proxy readings does not come naturally in the
standard analysis of pronouns as variables. However, we will show that it is
naturally accommodated in an extension of [8] variable-free semantics. Her ap-
proach to pronouns dispenses with assignment functions, and also with indices.
Pronominals are interpreted as the identity function on entities. It is this con-
ception that provides the basis for generalizing over the bound and exempt uses
of himself.

To capture the availability of proxy-readings as in sentence (9), we propose
the following natural modification in Jacobson’s use of functions. Non-reflexive
pronouns like he, instead of simply denoting the identity function on entities, as
in [8], denote a Skolem function: a function from entities to entities that takes
a relation as a parameter. The formal definition is given in (10).

(10) A function f of type (ee) with a relational parameter R is a
Skolem function if for every entity x: R(x, fR (x )) holds.

We propose that the context provides a proxy relation (PR),describing the
possible proxies λy.PR(x,y) of any entity x referred to. This parameter deter-
mines the range for each possible entity argument of the Skolem function. We
stipulate that any proxy relation must be reflexive. This guarantees availability
of the standard interpretation, also in cases like (6) and (9), where the referents
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for the pronoun and its antecedent entity are strictly identical. This happens
because when the relation R is reflexive, one of the Skolem functions fR is the
identity function. Thus, our account generalizes Jacobson’s use of functions from
entities to entities. Sentence (9) is now analyzed as (9’):

(9’) ∀x [pop icon(x ) → take off (x, the shirt fPR(x ) was wearing)]

Thus, for every pop icon x, the Skolem function fPR picks up one of x ’s proxies
in the set λy.PR(x,y), possibly x itself. Deriving this analysis is straightforward
within Jacobson’s framework.

4 Binding of SELF-anaphors

What do these considerations imply for reflexive pronouns, in particular SELF-
anaphors? As indicated in (5), we decompose the anaphor himself into a pro-
noun him, and self. Since pronominals need not be bound, the relative binding
requirement of himself must reside in the self -part.We treat English self (as its
cognates in other languages) as a relational noun, denoting a relation between
entities and their proxies (with the identity relation as the limiting case). This re-
quirement amounts to assuming that self denotes a reflexive relation: an entity x
can have more than one “self” in addition to x. In the decompositional semantics
of herself, self replaces the contextual proxy-relation of the bare pronoun her.

A noun phrase like Ringo’s better self is not substantially different from any
other NP with a relational noun (e.g. Ringo’s better parent), where the former
NP may refer to one of Ringo’s “better” proxies in the context of utterance. As
noted in section 2, self can incorporate [3] with nouns and nominalized transitive
verbs. In this, it is similar to other relational nouns. For instance,

(11) a. self-hater denotes the predicate λx.hate(x, ↑ self (x ))
(x is a self-hater if x hates the property (indicated by the
↑- operator) coupled with x ’s proxies)

b. parent-hater denotes the predicate λx.hate(x,↑parent(x ))
(x is a parent-hater if x hates the property coupled with
x ’s parents)

The only substantial difference we assume between self and other relational
nouns is a syntactic one. The noun self is able to combine with Skolem func-
tions denoted by non-reflexive pronouns independently of genitive case (viz. his
self/himself vs. his parent/*him parent). There are two ways in which this can
happen:

i. The unmarked option – the noun self composes with the Skolem function
denoted by the pronoun through the binding mechanism. The noun self covertly
incorporates into the transitive predicate (as happens overtly in self-hater) and
contributes a proxy relation to the non-reflexive pronoun through Jacobson’s Z
function in its “proxied” version:

(12) ZPR = λR.λf.λx.R (x, fPR(x ))
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In this version of the Z function, it provides the Skolem function f with its
parameter. The denotation of a VP like undress himself in (6) is obtained using
the structure self-undress him, analyzed as in (13):

(13) Zself (undress)(him)= Zself (undress)(f )
= λx. undress(x, fself (x )) = λx.x undressed one of x ’s
self proxies (by definition of f as a Skolem function)

ii. A marked option – the noun self composes with the Skolem function directly.
We assume that this marked option is only available in exempt positions, when
the incorporation with the predicate is syntactically blocked, as discussed in
section 2. e.g. Max boasted that the queen invited [Lucie and himself ] for a drink.
When formation of self-V is syntactically disallowed (as for instance by the
Coordinate Structure Constraint), direct composition with the Skolem function
leads to the analysis in (14):

(14) himself = f self = a function mapping every entity x to one of
its proxies in self (x )

Unlike what happens in the unmarked option, now there is no binding that is
made necessary by self ’s composition. As a result, the exempt reading of himself
allows it to be interpreted as either bound or free, similarly to the non-reflexive
pronoun him.

Hence, self has the same semantics in both cases. The difference resides in
how the instruction associated with its semantics is applied. This, in turn, is
determined solely by the syntactic context. The crucial advantage of Jacobson’s
approach is that it makes available an argument for self that has the proper
type in both the bound and the exempt case.

Remains the question of why the option with self -movement is the unmarked
case. In [15,16], it is argued that the simplest reason resides in a general econ-
omy principle, to the effect that encoding binding dependencies in the syntax is
cheapest, hence preferred. For current purposes this suffices, see [19] for more
extensive discussion.

5 Simplex Anaphors and Proxy-Interpretation

Dutch (like the Scandinavian languages) has two anaphors, a SE-anaphor zich,
and a SELF-anaphor zichzelf. Zich is an anaphor in the sense that it must be
bound (although as its locality condition is less strict, see [17] for discussion).
R&R [13] analyze it as a pronominal that is under-specified. It is not specified for
gender and number, but only for the feature 3rd person. Given this, one would
expect that it allows proxy-readings like any pronominal. However, there is a
clear contrast between the following sentences:

(15) a. Ringo begon zich te wassen.
“Ringo started to wash” no proxy reading
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b. Ringo begon zichzelf te wassen.
“Ringo started to wash himself” proxy reading possible

That is, again in the situation of the wax museum, suppose Ringo finds his
statue dirty and wants to do something about it, we can say (15b), but not (15a).
What is the source of the difference between the pronouns zich and zichzelf ? As
in the case of exemption discussed above, we would like to find the answer in
the syntactic environment, keeping the semantics uniform.

We will relate this to the lexical status of reflexives, coming back to the
definition in (1d). A predicate can be reflexive-marked either extrinsically (by a
SELF-anaphor), or lexically. Reinhart [10,14] present a theory of operations on
argument structure (for details we refer to the works cited). One of the options
these works allow is a lexical operation, reducing the internal argument and
bundling its thematic role with the role of the external argument, as in (16):

(16) Internal Reduction/Bundling Rs:
a. Vacc (θ1, θ2) → Rs(V) (θ1,2) (where θ1,2 stands for the

bundling of θ1 and θ2)
b. Rs (V)(θ1,2) ←→ θ1,2 (λx (V (x,x)))

The operation is available for a subclass of transitive/accusative assigning
verbs, including verbs such as wash, shave, etc. Thus, English wash has two
related entries, one intransitive and inherently reflexive in John washed, the other
transitive in John washed Mary/John washed himself. The same contrast applies
to Dutch. One of the cross-linguistic variables is how the reduction operation
affects accusative Case. In languages of the English type the reduction also
affects accusative Case. The reduced entry is not an accusative Case assigner,
hence no further operation is necessary. In Dutch, with a somewhat richer Case
system than English, structural accusative is preserved under reduction. Hence
an element has to be inserted checking this Case. Crucially, the element to be
inserted should not be interpreted as an independent syntactic argument. For
reasons discussed in [15], zich’s feature deficiency allows it to form one syntactic
object with the subject, technically a chain.

Thus, our analysis of the chain in the intransitive usage of waste (“washed”)
in (15a) yields the interpretation in (17):

(17) || [Jan,zich] || = fPR(jan) = one of Jan’s proxies.

That is, the proxy-function interpreting zich “skips” the predicate waste, and
applies directly to the subject. The resulting interpretation is indistinguishable
from the “simple” denotation “jan” of the name Jan, given the generalization
(8) that any referential NP can be interpreted as any member of the relative
set of proxies. Thus, interpreting zich by a proxy-function meshes well with the
syntactic structure, without further assumptions being necessary.

By contrast, in (15b), similarly to (6), the reflexive pronoun fills in a separate
(object) argument position of a transitive verb (here, the transitive reading of
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waste). As a result, the analysis of (15b) is similar to the binding with the English
sentence Jan washed himself.

So, zich reflects what one may call strict binding. This tallies with the fact
that in intentional contexts zich only allows a de se interpretation. In terms of
Cherchia’s [1] discussion, Pavarotti zag zich in de film, maar realiseerde zich niet
dat hij het zelf was “Pavarotti saw SE in the movie, but didn’t realize it was he
himself” has the air of contradiction, but the result of replacing zich by zichzelf
is fine. For completeness sake, note that due to the defective nature of zich, the
complex form zichzelf is always bound. For details, we refer to [19].

Lexical reflexivization as in Dutch or English is limited to a subclass of tran-
sitive verbs. In other languages, bundling applies productively. As argued by
Reinhart [10,14], in such languages bundling applies in the syntax. That is,
verbs to be reflexivized project two syntactic arguments. The class of languages
of this type includes French, Italian, Czech and others. Interestingly, bundling in
the syntax is compatible with the availability of proxy readings. Russian, which
has only restricted lexical reflexivization marked by the s’a-affix and Czech form
a nice minimal pair as illustrated in (18) and (19).

(18) a. nedavno, posetivšij muzej, Ringo pomyls’a
(=Ringo, *statue)
recently, having visited the museum, Ringo washed-aff

b. nedavno, posetivšij muzej, Ringo pomyl seb’a
(=statue, ?Ringo)
recently, having visited the museum, Ringo washed himself

(19) a. Ringo se začal prohĺıžet (=statue, Ringo)
Ringo started to look at himself

b. Ringo mluvil o svém vzhledu (=statue, Ringo)
Ringo talked about his appearance

This contrast follows if syntactically projected argument positions have the
same semantic status as pronouns.

6 Extending the Approach

Many languages have yet different strategies of reflexivization. In the language
sample studied in [21], the most frequent reflexivization strategy used so-called
body-part (BP) reflexives, as for instance in Basque (20) which uses the expres-
sion his head as an anaphor.

(20) a. aitak bere burua hil du
father+erg 3sgposs head+nomdef kill have+3sg+3sg
The father killed himself

b. bere buruan txapela ipini du
3sgposs head+locdef cap+nom put have+3sg+3sg
He put the cap on his head
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As illustrated in (20b) this expression can still be used in its literal meaning
as well. The question is how the reflexivizing use of his head can be understood.

What body-part expressions have in common with self is that they are inher-
ently relational. Just like any self is some individual’s self, a body-part belongs
to some individual’s body. Pursuing the analysis established in section 4, we
will claim that the head of the BP is able to combine with Skolem functions
denoted by the non-reflexive pronoun in its POSS position (null or overt). If so,
the denotation of a VP like V PronBP is obtained using the structure BP-V him,
which is analyzed just like undress himself in (6). The relevant interpretation is,
therefore, given in (21):

(21) ZBP (V)(Pron BP) = ZBP (V)(f) = λ x. V(x, fBP (x))
= λ x.x V-ed one of x’s body’s proxies (by definition of f as
a Skolem function)

It is an intriguing question to what extent and under what conditions body-part
anaphors are subject to similar exemption effects as English SELF-anaphors. This
is a matter for further investigation.

7 Conclusion

Our extension of variable-free semantics allows us to naturally accommodate
proxy-readings. It generalizes over proxy-readings for pronominals and anaphors.
It allows us to unify the semantics of bound and exempt anaphors, and it pro-
vides a natural extension from SELF-anaphors to body-part reflexives. Finally,
it allows us to unify the semantics of zich where it tails a chain to check a
residual case with the general semantics or pronouns. It provides us with a prin-
cipled means to further investigate the cross-linguistic parameters determining
the availability of proxy-readings.
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Abstract. We discuss an unusual reflexive construction in which the
Chinese reflexive ziji appears twice, once before the verb and once after.
We demonstrate that this is a distinct construct with its own rules of
construal and interpretation; it is not, for example, a combination of a
simple ziji reflexive and an adverbial intensifier. Notably, their locality
properties are also different: Double ziji does not tolerate non-local read-
ings. We argue that while ziji is (or can be) a logophor [1], double ziji is
an ordinary Principle A anaphor with all the properties and restrictions
that this implies.

Keywords: Reflexives, Chinese, Binding theory.

1 Introduction

The well-known Chinese reflexives ziji and ta-ziji are anaphors functioning as
the internal argument of the reflexive, typically the object (1a).1 But Chinese
also allows an unusual variant, which to our knowledge has not been discussed
in the theoretical linguistic literature to date, in which (ta-)ziji appears twice,
preverbally as well as postverbally (1b,c).

(1) a. Lisi
Lisi

hen
hate

ziji
self

/
/

ta-ziji
3sg-self

‘Lisi hates himself’
b. Lisi

Lisi
ziji
self

hen
hates

ziji.
self

‘Lisi hates himself.’
c. Q: What’s the matter with John?

A: Ta(-ziji)
3sg-self

hen
hates

ziji.
self

‘He hates himself.’

As the above examples show, the double ziji construction can co-occur with
an overt subject. Ta-ziji can be used instead of ziji, in one or both positions in
various combinations.

While ziji can be used prenominally as an intensifier (emphatic), we will show
below that the construction in (1) is more than the simple co-occurrence of an
intensifier and the ordinary reflexive ziji. The construction is unusual in that the
reflexive is marked in two places (with an anaphor in object position and with
1 For discussion of additional variants of ziji and their uses, see [2], [3].
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an adverbial modifier), a pattern of reflexive marking which is relatively rare
but not unattested; for example, Kannada reflexives are marked by means of
both verbal morphology and an anaphor in object position [4]. But the binding
options for the double ziji construction are also different: Unlike simple reflexive
ziji, double ziji is obligatorily locally bound. We will show that while simple ziji
is a typical logophoric anaphor, double ziji is an ordinary anaphor and behaves
as predicted by Principle A of binding theory.

2 Syntax of the Double-ziji Construction

As we have already seen, the double reflexive construction can be used in sen-
tences either with or without an overt nominal subject. The following examples
show that (a) a sentence can have a nominal topic doubled by a subject pronoun;
(b-d) the ta-ziji form can be used pre- or post-verbally in various combinations,
together with a nominal subject.

(2) Q: What’s the matter with John?
a. Yuehan

John
ta
he

hen
hate

(ta-)ziji.
3sg-self

‘John hates himself.’
b. Yuehan

John
hen
hate

(ta-)ziji
3sg-self

c. Yuehan
John

ziji
self

hen
hate

(ta-)ziji.
3sg-self

d. Yuehan
John

ta-ziji
3sg-self

hen
hate

(ta-)ziji
3sg-self

The double reflexive can also be used with a null subject, or impersonally.

(3) a. Q: What’s the matter with John?
Ta(-ziji)
3sg-self

hen
hate

ziji.
self

‘He hates himself.’
b. Q: What is John doing?

Ziji
self

da
hit

ziji.
self

‘He’s hitting himself.’
(4) a. Buyao

Don’t
ziji
self

hen
hate

ziji.
self

‘Don’t hate yourself’ (Imperative)
b. Ziji

self
hen
hate

ziji
self

shi
be

buhao
not.good

de.2

DE
‘It’s not good to hate one’s self’ (Impersonal)

2 We “gloss” certain particles of Chinese as themselves, e.g., we gloss de as DE, dou as
DOU, etc., since their analysis is both contested and irrelevant to our topic. Other
non-obvious glosses used in this paper: CL = classifier; DEM = demonstrative; PRT
= particle; Perf = perfective; Prog = progressive; PL = plural.
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The first occurrence of ziji is not a subject, but a VP-adjoined (“adverbial”)
element appearing inside the verb phrase. This is evident since ziji appears to the
right of auxiliaries and of the distributor dou, which marks the edge of the VP:

(5) Xuesheng-men
student-PL

dou
DOU

ziji
self

biaoyang-le
praise-Perf

ziji.
self

‘The students each praised themselves’

Since ziji can in fact be used as an intensifier, we need to address the question
of whether this construction might be combination of an ordinary reflexive and
an ordinary intensifier, comparable in status to the following English example:

(6) Even John himself criticized himself.

Here the first instance of himself does not express any identity of participants,
i.e., is not a reflexive, but is an “adnominal” intensifier. We follow the terminol-
ogy of Gast [5] and classify intensifiers as adnominal and adverbial, depending
on their syntactic attachment. Chinese ziji can have both functions:

(7) (Source: Daniel Hole, TDIR)3

a. “Adnominal” intensifier:
Buzhang
minister

ziji
self

hui
will

lai
come

huanying
welcome

women.
1pl

‘The minister himself will welcome us’
b. “Adverbial exclusive” intensifier:

Nei-wei
DEM-CL

mingxing
star

bing
PRT

mei
not

you
have

ziji
self

xie
write

tade
his/her

zizhuan.
autobiography

‘The movie star did not write his autobiography himself’

Adverbial intensifiers, like the preverbal part of double ziji, appear after the
distributive element dou. This means that we cannot easily distinguish the two
on the basis of syntactic position alone. (Cf. example (5)).

(8) a. Xuesheng-men
student-PL

dou
DOU

ziji
self

zuofan.
cook

‘Students cook by themselves (nobody else cooks for them)’
b. Xuesheng-men

student-PL
dou
DOU

ziji
self

dasao
clean

fangjian.
room

‘Students clean their rooms by themselves (not by others)’
c. * Xuesheng-men

student-PL
ziji
self

dou
DOU

biaoyang-le
praise-Perf

Lisi.
Lisi

‘The students praised Lisi by themselves’

We can show, however, that the double-ziji construction does not involve an
intensifier. First, the meanings associated with intensifier uses of ziji are absent
in a double-ziji example like (9), which does not mean “Zhangsan (by) himself
praised himself.” (Lisa Cheng, personal communication).

3 TDIR is the Typological Database of Intensifiers and Reflexives [3].
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(9) Zhangsan
Zhangsan

ziji
self

biaoyang-le
praise-Perf

ziji
self

‘Zhangsan praised himself’
[Does not mean “Zhangsan (by) himself praised himself.”]

Additionally, the double-ziji construction can be used in discourse contexts
where an adverbial intensifier is ruled out, as in (A2) below; note that because
the question is about Mulan, the intensifier in (A1) is ungrammatical.

(10) Q: Mulan
Mulan

zai
Prog

gan
do

shenme?
what

‘What is Mulan doing?’
A1: Mulan

Mulan
zai
Prog

(*ziji)
self

mai
buy

tudou.
potato

‘John (*himself) is buying potatoes.’
A2: Mulan

Mulan
zai
Prog

(ziji)
self

da-ban
dress.up

ziji.
self

‘Mulan is getting dressed up.’

2.1 Transitivity

In classifying reflexive constructions, an important distinction is between those
that involve an anaphor with reflexive meaning (as in English) and those that
involve a verbal morpheme or adverbial that creates an intransitive predicate
[6]. We will term the former argument reflexives and the latter verbal reflex-
ives4 For our purposes the important distinction is not whether the exponent
of reflexivity is morphologically bound to the verb, but whether the reflexive
predicate involves a transitive verb (whose object is occupied by the reflexive
anaphor) or an intransitive one. In some cases, morphologically free reflexives are
in fact detransitivizing operators, and should be classified as verbal predicates.
The French reflexive clitic se, for example, appears to be a cliticized pronoun,
hence an argument reflexive; but as [7] already showed, on closer inspection it
turns out to be a verbal detransitivizer.

(11) Jean
John

se
self

lave.
washes

‘John washes’

Conversely, [8] shows that the reflexive morpheme dzi in Chicheŵa, although
morphologically incorporated in the verb (where it appears between the verb
root and the tense marker), is in fact an incorporated pronoun rather than a
detransitivizer. The reciprocal suffix -ana, on the other hand, is a detransitivizer.

Since the double ziji construction involves an adverbial modifier, then, we
consider whether the construction (as a whole) may act as a detransitivizer.
We will show that infact it does not: Double-ziji reflexives are still syntactically
transitive.

4 [6] uses the name “NP reflexives” for the first category.
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While there are numerous language-specific tests of transitivity, we use the
object-comparative test of Zec [9], which has wide cross-linguistic applicability.5

We first illustrate the test in English. Consider example (12), which is ambiguous
between a subject comparison reading (irrelevant to our purposes) and the object
comparison reading in (b).6

(12) John hates Bill more than George.
a. Subject comparison (irrelevant to transitivity)

John hates Bill more than George hates Bill
b. Object comparison

John hates Bill more than John hates George

If we construct a similar comparative with the reflexive washes himself, as in
(13), the object comparison reading continues to be available. (Again we ignore
the irrelevant subject comparison readings). But if we use the “covert reflexive”
sentence John washes, as in (14), the object comparative reading disappears:

(13) John washes himself more than George.
a. Subject comparison, strict or sloppy

John washes himself more than George washes John/himself
b. Object comparison: Shows that washes himself is transitive

John washes himself more than he washes George
(14) John washes more than George.

a. Subject comparison:
John washes himself more than George washes himself.

b. Object comparison: Impossible, showing that washes is intransitive.
* John washes himself more he (John) washes George.

The reason is that object comparison requires a transitive antecedent (so that
the properties of its object can be compared with the properties of George). The
covert reflexive in (14) is evidently intransitive, and fails to give the object com-
parative reading. Equivalent results are found for the detransitivizing reflexives
discussed above.

If we now apply this test to Chinese, we find that simple ziji reflexives, as well
as double ziji, do not involve detransitivization. The object comparison reading
is available with both of them.7

(15) Transitives
Zhangsan
Zhangsan

hen
hate

Lisi
Lisi

bi
BI

Wangwu
Wangwu

duo
more

‘Zhangsan hates Lisi more than Wangwu’
a. ... more than Wangwu hates Lisi (subject comparison; irrelevant)
b. ... more than Zhangsan hates Wangwu (object comparison)

5 Zec’s test was adapted to Chicheŵa by Mchombo [8].
6 When applying this test to languages with morphological case, Accusative case on

George may result in unambiguous object comparison.
7 We thank Meiyi Bao for providing judgements.
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(16) Regular reflexives
Zhangsan
Zhangsan

hen
hate

ziji
self

bi
BI

Wangwu
Wangwu

duo
more

‘Zhangsan hates himself more than Wangwu’
Subject comparison (irrelevant to transitivity):

a. * ... more than Wangwu hates Wangwu (sloppy)
b. ... more than Wangwu hates Zhangsan (strict)

Object comparison: Shows that hen ziji is transitive
c. ... more than Zhangsan hates Wangwu

(17) Double reflexives
Zhangsan
Zhangsan

ziji
self

hen
hate

ziji
self

bi
BI

Wangwu
Wangwu

duo
more

‘Zhangsan hates himself more than Wangwu’
Subject comparison:

a. * ... more than Wangwu hates Wangwu (sloppy)
b. ... more than Wangwu hates Zhangsan (strict)

Object comparison: ziji hen ziji is transitive
c. ... more than Zhangsan hates Wangwu

3 Locality Conditions

The best-studied aspect of the reflexive ziji are arguably the structural condi-
tions on its acceptable antecedents. Simple ziji allows a range of long-distance
and logophoric construals, as discussed in the following section. The double-ziji
construction contrasts markedly with ordinary ziji reflexives.

3.1 Background: Locality and Long-Distance Anaphora with ziji

In this short paper we focus on understanding of the double ziji construction;
for the other Chinese anaphors we will take as our starting point the analysis of
Huang and Liu [1], who give a nice summary of the literature concerning their
patterns of locality and construal.

Chinese is generally acknowledged to have two reflexive anaphors based on
ziji : The invariant anaphor ziji ‘self’, and ta-ziji ‘himself/herself’, which shows
person and number agreement. Taziji is, broadly speaking, a normal Principle-A
anaphor; it must be locally bound. Ziji allows long-distance and “logophoric”
construals. This is shown in example (18a).8 The antecedent of ziji need not be
the subject of the main clause, nor does it need to be in the clause immediately
dominating the clause where ziji appears (example (18b)).

(18) a. Long-distance readings:
ZhangsanZ

Zhangsan
renwei
think

[ LisiL
Lisi

hen
hate

zijiZ/L

self
/
/

ta-ziji∗Z/L]
3sg-self

‘ZhangsanZ thinks LisiL hates himselfL / himZ ’
8 The examples in this section are from [1], unless otherwise noted.
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b. ZhangsanZ

Zhangsan
renwei
think

LisiL
Lisi

zhidao
know

[ WangwuW

Wangwu
hen
hate

zijiZ/L/W ]

‘Zhangsan thinks Lisi knows that Wangwu hates Zhangsan/Lisi/Wangu’

Two other well-studied properties of long-distance ziji are subject orientation
(19a) and its susceptibility to so-called blocking effects.9 As example (19b) shows,
the presence of a potential antecedent with contrasting person features will block
coreference with a compatible, but more distant antecedent.

(19) a. Subject orientation:
ZhangsanZ

Zhangsan
song
give

(gei)
to

LisiL
Lisi

yi-zhang
one-CL

zijiZ/∗L-de
self-DE

xiangpian.
picture

‘ZhangsanZ gives LisiL a picture of himselfZ/∗L.’
b. Blocking effects:

ZhangsanZ

Zhangsan
renwei
think

[ niY
2sg

hen
hate

ziji∗Z/Y

self
]

‘Zhangsan thinks that you hate yourself.’

For completeness, we mention here that the antecedent of ziji need not be
overtly present. Ziji can also refer to the speaker, or to other sufficiently promi-
nent discourse participants:

(20) Reference to the speaker:
Zhe-ge
this-CL

xiangfa,
idea

chule
besides

ziji,
self

zhiyou
only

sang-ge
three-CL

ren
people

zancheng.
agree

‘As for this idea, besides myself, only three other people agree.’
([11]/[12], cited in [1])

3.2 Double ziji Is Not a Long-Distance Anaphor

When we consider the allowable construals of the double-ziji construction, we
find a very different pattern: The subject and object of the reflexive predicate
(da ‘hit’ in the following) are obligatorily coreferential. The readings of sentence
(21) are fairly straightforward: the antecedent of the reflexive can only be Lisi.
In sentence (22), however, we have more construal options: this example might
describe situations in which the hitter was Zangsan, Lisi, or even a third person;
but in all cases the hitter must be hitting himself (or herself).

(21) ZhangsanZ

Zhangsan
renwei
think

LisiL
Lisi

ziji
self

da-le
hit-Perf

ziji∗Z/L

self
‘Zhangsan thinks LisiL hit himselfL’

(22) ZhangsanZ

Zhangsan
renwei
think

LisiL
Lisi

zhidao
knows

ta-ziji
3sg-self

da-le
hit-Perf

ziji
self

‘ZhangsanZ thinks LisiL knows that [ Zhangsan/Lisi/X hit himself ].’
Ok: Z hit Z / L hit L / X hit X;
Bad: *Z hit L / *L hit Z / *X hit Z / etc.

9 See [10] for detailed discussion.
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The reason is not some sort of unusual long-distance anaphora: In example
(22), ta is apparently a pronoun rather than part of the reflexive; it can take any
referent suitable for a pronoun in this position, but in each case the predicate
hit must be reflexively construed.10 This is also supported by the fact that it is
possible to insert a pause after the pronoun ta.

For comparison, we provide the readings of the equivalent simplex reflexive.
The pronoun can be bound or unbound, and the reflexive takes the usual (well-
documented) local or long-distance readings.11

(23) ZhangsanZ

Zhangsan
renwei
think

LisiL
Lisi

zhidao
knows

ta
he

da-le
hit-Perf

ziji
self

‘ZhangsanZ thinks LisiL knows [ Zhangsan/Lisi/X hit Z/L/himself ]’
(All combinations ok, except apparently for *‘Zhangsan hit Lisi’)

Our interpretation is also supported by the fact that such examples behave
as if immmune to blocking effects: Each of the following sentences can be about
any available referent compatible with the phi-features of the pronoun, as long
as the most embedded predicate is reflexive.

(24) a. ZhangsanZ

Zhangsan
renwei
think

woi

1sg
zhidao
know

ta
3sg

ziji
self

da-le
hit-Perf

ziji.
self

‘Zhangsan thinks I know (Z hit Z) / (X hit X)’
b. ZhangsanZ

Zhangsan
renwei
think

woi

1sg
zhidao
know

wo-ziji
1sg-self

da-le
hit-Perf

ziji∗Z/i.
self

‘Zhangsan thinks I know I hit myself/*him’

The explanation should be clear: The subject of the most embedded predicate
is a pronoun, which serves as the local antecedent of the reflexive; hence there
is no long-distance anaphora and no opportunity for intervention.

4 Explaining the Binding of Double ziji

The binding behaviour of simple ziji is quite subtle and complicated, and much
of it has been explained by appeal to blocking effects. Might not the behaviour
of double ziji also be due to blocking effects? To answer this question, we begin
with another construction involving two instances of ziji.

4.1 Two Possessive ziji ’s

It is known ([13], cited in [1]) that sentences involving two independent possessor
reflexives show interaction effects: In (25), the two instances of ziji may have
different antecedents as long as at least one of them is locally bound.

10 Alternately, we might consider this example to involve a null subject; but again the
embedded predicate must be reflexively interpreted.

11 A third-person pronoun blocks long-distance anaphora when it is used deictically;
here, we assume a context that allows us to interpret the pronoun non-deictically.
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(25) Zhangsan
ZS

renwei
think

Lisi
LS

zhidao
know

[ Wangwu
WW

ba
BA

ziji1
self

de
DE

shu
book

song-gei
gave-to

le
Perf

ziji2
self

de
DE

pengyou
friend

]

‘ZS thinks that LS knows that WW gave ziji1’s book to ziji2’s friend’

Allowed readings:
a. Both reflexives may co-refer to Zhangsan, Lisi, or Wangwu.
b. If one ziji is local (= Wangwu), the other can have a long-distance reading

(either Zhangsan or Lisi).
c. It is ungrammatical for one ziji to refer to Zhangsan and the other to Lisi

(in either order).

Note that these examples do not involve the double-ziji construction: We
have to do here with a sentence containing two NP positions, both of them
possessors, which are independently expressed in terms of a possessive. In other
words, this example contains two instances of reflexivization, rather than one
instance involving two overt markers.

Pan analyzes this as a case of blocking: A third-person NP (Lisi) blocks bind-
ing only when it is itself a long-distance binder of ziji. This must be contrasted
with the usual cases of blocking, which involve an intervener with contrasting
phi-features, or with deictic reference. For comparison, we repeat an example of
ordinary blocking:

(24b) ZhangsanZ

Zhangsan
renwei
think

woi

1sg
zhidao
know

wo-ziji
1sg-self

da-le
hit-Perf

ziji∗Z/i.
self

‘Zhangsan thinks I know I hit myself/*him’

What kind of intervention account would account for the double reflexive? In
Pan’s account, the antecedent of one reflexive becomes an intervener, blocking
an even higher NP from becoming an antecedent of the other reflexive. Local
anaphora is never blocked. This mechanism cannot account for the construal
of double ziji : With a double reflexive, the subject and object of the verb are
necessarily coreferential; we can never have one local and another non-local one.
If we were to assume that the first ziji has an antecedent (which is questionable,
given that it is not the subject of the clause but an adverbial), we should still
be able to obtain readings where the subject is local and the object takes a
long-distance interpretation. But such readings are uniformly unavailable.

Since no potential intervener exists in the relevant examples, our only option
would be to treat the first ziji itself as an intervener for the second, as sug-
gested to us by Ken Safir (personal communication). Such a mechanism might
descriptively make the right predictions, but it would be a completely new kind
of intervention: There is no feature clash, and blocking would be triggered even
though the first ziji is not long-distance bound, and is not even in an argument
position. We conclude that an analysis in terms of interveners, if not entirely
untenable, is not particularly plausible.
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4.2 Logophoricity

The double-ziji construction always expresses reflexive action of the local subject,
even if this is a pronoun or even a null subject (PRO) with arbitrary reference.
To better characterize its behaviour, consider the following construals available
for the single and double reflexive when used with the grooming verb daban
‘dress up’.

(26) Mulan
Mulan

bu
not

xihuan
like

chuipeng
brag.about

ziji.
self

a. Mulani doesn’t like [ PROi to brag about herselfi ].
b. Mulani doesn’t like [ (others=PROj) to brag about heri ].
c. * Mulani doesn’t like [ (others=PROj) to brag about themselvesj ].

(27) Mulan
Mulan

bu
not

xihuan
like

ziji
self

chuipeng
brag.about

ziji.
self

a. Mulani doesn’t like [ PROi to brag about herselfi ].
b. * Mulani doesn’t like [ (others=PROj) to brag about heri ].
c. Mulani doesn’t like [ (others=PROj) to brag about themselvesj ].

The readings in (a) and (b) should come as no surprise: When the (null)
subject of chuipeng ‘brag’ is coreferent with Mulan, either type of reflexive can
be used; and when the subject is construed to mean other, arbitrary persons,
simple ziji can still refer to Mulan, giving rise to a long-distance construal that
is impossible with double ziji.

The readings in (c), however, show something new: Simple ziji cannot be used
as a local reflexive in this context, but the double reflexive can. We propose that
the reason for this is the arbitrary referent of the embedded subject in readings
(b) and (c), combined with the fact that (simple) ziji in (26) is a logophor: The
arbitrary referent is not sufficiently prominent to be a logophoric antecedent,
and this reading is ruled out. We propose that double ziji is not a logophor at
all, but an ordinary anaphor similar to the English reflexive. Ordinary anaphors
do not impose prominence requirements on their antecedent, and the reading in
(27c) is licit since PROj is a suitable antecedent for an ordinary anaphor.

5 Conclusion

We have seen that the double-ziji construction is an independent reflexive with
its own distinctive properties, which to our knowledge have not previously been
discussed in the theoretical literature. In addition to the double locus of mark-
ing, the construction differs from simple ziji reflexives in behaving like a plain
anaphor (i.e., being subject to Binding Principle A), while ziji is a logophor.
This conclusion presupposes that anaphors and logophors are inherently differ-
ent; it is not immediately compatible, for example, with the unified account of
Reinhart and Reuland [14], who propose that a single class of referentially defec-
tive elements behave as anaphors when they appear in argument position, but
as logophors (“exempt anaphors”) when they appear as adjuncts.
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Abstract. This paper investigates the processing of indefinite and def-
inite noun phrases in discourse. It presents data from an Event-Related
brain Potential (ERP) study that contrasted definite and indefinite noun
phrases following three distinct context sentences. The data suggest that
coherence considerations influence early processing stages, while mor-
phological definiteness features only affect later stages during reference
resolution. In addition, the processing of a definite determiner (prior to
encountering the subsequent noun) exerts processing demands, support-
ing the functional contribution of definiteness marking. Supplementary
data from a plausibility questionnaire and two completion studies are
also presented. The findings are discussed with respect to a neurocogni-
tive model of reference resolution.

Keywords: Definiteness, Referential processing, Event-related brain
potentials, Inferences.

1 Introduction

Anaphora represents a central notion in discourse processing and contributes to
both discourse coherence – by linking up with prior knowledge (“dependency
formation”) – and discourse progression – by introducing new information and
condensing or reorganizing discourse representation structure (“discourse updat-
ing”). Systematic psycholinguistic investigation of referential processing using
event-related brain potentials (ERPs) has recently identified two distinct elec-
trophysiological correlates for these two discourse mechanisms: a negative volt-
age deflection peaking around 400 ms after the onset of an anaphoric expression
(N400 ) whose amplitude varies as a function of increasing processing difficul-
ties during the establishment of a dependency; and a later positive-going ERP
signature with an onset latency around approximately 550 ms (late positivity)
that reflects processing costs arising from the introduction of new discourse units
or the modification of previously established discourse representation structures
(cf. e.g. [4,5,6,26]).

This paper presents a neurocognitive model of discourse processing that is
guided by recent ERP findings from the comprehension of anaphors. It investi-
gates the processing of noun phrases as a function of their definiteness marking
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and contextual salience using the ERP methodology. Two views on the role of
definiteness marking are tested utilizing the neurocognitive model’s predictive
power. The ERP results are discussed within the proposed model and alterna-
tive interpretations of the ERP effects are considered on the basis of a series of
offline measures (a plausibility rating and two completion studies).

1.1 Definiteness

Languages often distinguish between definite and indefinite expressions. Definite
entities are generally considered to refer to a particular entity or set in the dis-
course model and definiteness marking serves the functional purpose of pointing
to a particular discourse referent in the discourse model. Definiteness can be
encoded via a definite article (the melon), a demonstrative (that melon) and
others. Rigid designators – like indexicals or concepts common to all situations
such as the time, the weather, etc. – are considered to be inherently definite.
Indefiniteness in contrast marks the introduction of an entity that does not have
a particular referent in the discourse model yet.

In the research literature, definiteness has been discussed with respect to the
notions of familiarity, specificity, salience, uniqueness, and identifiability. Russell
provided a logical semantics account of the concept of uniqueness to distinguish
between definite and indefinite noun phrases [25]. Accordingly, an indefinite in-
troduces some entity x that has the property associated with the content of the
noun, while a definite introduces a unique entity x with that property. The func-
tion of definiteness is therefore described as identifying one specific entity x for
which the particular properties are true. It has further been suggested that defi-
niteness introduces a presupposition of existence [10,27]. Hawkins introduced the
notion of inclusiveness as the core characterization of definiteness [12]. Accord-
ing to this approach, definiteness functions as a marker for all entities to which
the properties associated with the content of the noun phrase apply. However,
not every definite noun phrase refers to one and only one particular referent nor
does it necessarily refer to an entity previously introduced into the discourse
model. For instance, the referent of Smith’s murderer in Smith’s murderer is in-
sane might not have been identified yet. However, the concept of an individual
who is characterized as being Smith’s murderer can be established [8]. Never-
theless, the overarching notion is that a definite marker signals the uniqueness
or familiarity of the corresponding entity. Thus regardless of how definiteness is
conceived of, the majority of accounts ascribe a functional characterization to
definiteness, roughly requiring the establishment of a linkage with a particular
discourse referent (that is further specified as given or prominent or unique).

In contrast, an indefinite marker has traditionally been viewed as an existential
quantifier. Heim, for instance, proposed a framework in which indefinite expres-
sions introduce new entities into discourse space (i.e. novelty constraint), while
definite expressions serve the function of referring to already established discourse
referents (i.e. familiarity constraint) [13]. An obvious problem of this latter
characterization, however, emerges with inferentially linked definite expressions
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(yielding accommodation in the absence of an explicitly available discourse refer-
ent as described below).

This paper investigates the consequences of definite and indefinite marking for
language comprehension. If the primary function of indefiniteness is to introduce
an independent discourse referent, while definiteness signals the identifiability
and familiarity of a particular entity, this should be reflected in the functional
and temporal architecture of the language processor.

2 Discourse Comprehension: A Neurocognitive Approach

To this end, we turn to electrophysiological measures during language compre-
hension. ERPs are voltage fluctuations that reflect the brain’s spontaneous elec-
trical activity, which occurs in response to a sensory, motor, or cognitive stimulus
event and is measured non-invasively by electrodes applied to the scalp. In gen-
eral, ERPs provide a high temporal resolution, which allows us to thoroughly
sketch the time course of language processing, and they reveal functionally dis-
tinct processes. In this paper, I want to focus primarily on two ERP signatures
that have been identified as markers of discourse integration: the N400 and the
late positivity. In addition, a left anterior negativity (LAN) is briefly discussed
with respect to working memory demands.

2.1 N400 Effect and Dependency Formation / Linking

The N400, a negative-going deflection peaking around 400 ms after the onset of
a critical stimulus event, is a well-known correlate of lexical-semantic processing.
Its amplitude is inversely related to the degree of plausibility and goodness-of-fit
(for a comprehensive overview see [19]). With respect to referential processing,
the amplitude of the N400 has been correlated with the degree of difficulty of
referent identification (see e.g. [28]) and is contingent on the associative strength
of the antecedent/anchor expression [4] or the accessibility and prominence of the
antecedent/anchor in discourse representation [6]. Generally, the more difficult
the establishment of a link with discourse representation is, the more enhanced
is the N400-amplitude.

2.2 Late Positivity and Discourse Updating

Processing cost arising from the updating of discourse representation structure
has been associated with a late positivity that has an onset latency around
550 ms after stimulus-onset. This signature emerges for instance when an inde-
pendent discourse representation must be created; this is the case for so-called
indirect anaphors that depend on an inference-based relation with information
in discourse representation, yet require the introduction of an independent dis-
course representation (to be available for future referential processes) – see [4],
and for independent evidence from bare quantifiers [16]. Enriched composition
as in reference transfer (e.g.The ham sandwich from table four wants to pay.),
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metaphor comprehension, or thematic-semantic enrichment when a prior event
representation must be updated towards a more specific event also evoke a late
positivity (e.g. a finding dead event becomes a shooting event in the course of
integrating the instrument the pistol into discourse as in the following example:
After a student was found dead in the park, a little girl discovered the pistol
behind a tree)(cf. [5,7,26]). These data suggest that creating new discourse refer-
ents and updating or modifying prior discourse representation structures exert
similar processing demands reflected in a late positivity.

2.3 LAN and Working Memory

A left anterior negativity (LAN) has been identified as a reflex of working mem-
ory demands (cf. e.g. [18]). With respect to integration at the level of discourse,
a LAN has been reported for discourse-dependent pronominals, suggesting that
discourse integration increases working memory demands, see for instance [3,28].
A particular left anterior negativity has been further observed for function words,
roughly between 400 and 700 ms, and it has been suggested that function words
enhance working memory demands due to their anticipatory power to predict the
next constituent [20]. The LAN might thus be affected by definiteness marking
prior to integrative processes elicited by the entire noun phrase.

3 (In)Definiteness Marking

In the following, we turn to (in)definiteness marking in German. Burkhardt re-
ported an ERP investigation that contrasted three types of definite noun phrases
(corresponding to the first three examples in Table 1): direct anaphors (i.e. given
entities that form an identity relation with an antecedent expression), indirect
anaphors (i.e. entities that rely on the drawing of an inference to enter into a de-
pendency with an anchor expression in discourse) and new entities (i.e. definite
noun phrases that have no antecedent or anchor in discourse) [4]. Time-locked
to the onset of the noun phrase, the results revealed N400-modulations as a
function of the ease of dependency formation (guided by the strength of the
lexical-semantic association): direct anaphor < indirect anaphor < new referent.
In addition, a late positivity emerged for indirect anaphors and new referents;
as alluded to in 2.2, the discourse integration of indirect anaphors is facilitated
by an inferential link, however, this does not suffice for proper discourse integra-
tion, and an independent discourse representation must be created. In contrast,
the new noun phrase cannot find a coherent link in discourse space, but a dis-
course representation still appears to be established (possibly in anticipation of
further specification and integration as discourse unfolds; consider, for instance,
backward anaphora).

Classical accounts of discourse representation have drawn a close correspon-
dence between definiteness marking and anaphoric links on the one hand, and
indefiniteness and new information on the other hand, e.g. [13]. Within the neu-
rocognitive model of discourse comprehension, these accounts thus predict that
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indefinite noun phrases introduce an independent discourse referent (reflected in a
latepositivity), yet areunaffectedby contextual information (noN400-differences).
In contrast, coherence-driven accounts have abandoned this strict correspondence
and allow context to play a guiding role during discourse processing e.g. [2,24].
Accordingly, they predict immediate context-induced effects (N400-modulations)
and possibly an additional late positivity relative to noun-onset. These predictions
regarding indefinite noun phrases are tested in the following ERP study and are
subsequently followed–up with three offline investigations.

In addition to the hypotheses associated with noun phrase integration, an
immediate effect of definiteness marking time-locked to the determiner could be
expected on the basis of the notion that the definite article serves as a pointer
for referent identification and dependency formation. From an electrophysiologi-
cal perspective, a LAN possibly reflects determiner-contingent working memory
demands, and as pointed out above, LAN responses to function words have been
related to their anticipatory potential. Following this line of reasoning, definite
determiners might evoke a more enhanced negativity if their function is to ad-
dress discourse and identify a discourse referent, while indefinite determiners
should not exert a particular burden on working memory (but see the discussion
below for conflicting findings from [1]).

3.1 ERP Study

The effects of definiteness marking were tested in a reading comprehension study
in German during which ERPs were recorded. Of particular interest was the pro-
cessing of indefinite noun phrases. In addition, this study sought to replicate the
findings for definite noun phrases from [4]. Accordingly, indefinite and definite
noun phrases occurred after three different context sentences, which are here la-
beled as Given, Inferred and New (on the basis of their impact on definite noun
phrases).

Participants: Twenty-four native speakers of German (12 women) participated
in this experiment. All were right-handed and reported normal or corrected-to-
normal visual acuity and no history of neurological disorder. Their ages ranged
from 21 to 29 years (Mean=25). They were paid for their participation. One
participant had to be excluded from the analysis of the ERP data due to excessive
artifacts in the recordings.

Materials: Stimuli were designed with the factors definiteness (2 levels: def-
inite, indefinite) and context (3 levels: given, inferred, new) yielding six con-
ditions. Forty sets of these six conditions were constructed which consisted of a
context and a target sentence each. Context sentences manipulated the contex-
tual salience of the critical noun phrase, and target sentences varied the form
of the determiner of the critical noun phrase - see Table 1 for examples. Stim-
uli were created on the basis of the inferential contexts, such that critical noun
phrases and their anchors (in the inferred condition) represented highly associ-
ated noun pairs, as assessed in a previous questionnaire study (reported in [4]).
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Table 1. Example stimulus set for the six critical conditions. Critical noun phrases
are in bold.

Condition Example Translation

Definite Given Peter besuchte neulich einen
Redner in München. Er
erzählte, dass der Redner
sehr nett war.

Peter has recently visited a
speaker in Munich. He said
that the speaker had been very
nice.

Definite Inferred Peter besuchte neulich einen
Vortrag in München. Er
erzählte, dass der Redner
sehr nett war.

Peter has recently visited a lec-
ture in Munich. He said that
the speaker had been very
nice.

Definite New Peter traf neulich Hannah in
München. Er erzählte, dass
der Redner sehr nett war.

Peter has recently met Hannah
in Munich. He said that the
speaker had been very nice.

Indefinite Given Peter besuchte neulich einen
Redner in München. Er
erzählte, dass ein Redner
sehr nett war.

Peter has recently visited a
speaker in Munich. He said
that a speaker had been very
nice.

Indefinite Inferred Peter besuchte neulich einen
Vortrag in München. Er
erzählte, dass ein Redner
sehr nett war.

Peter has recently visited a lec-
ture in Munich. He said that a
speaker had been very nice.

Indefinite New Peter traf neulich Hannah in
München. Er erzählte, dass ein
Redner sehr nett war.

Peter has recently met Han-
nah in Munich. He said that a
speaker had been very nice.

All critical noun phrases therefore represented strongly associated, salient enti-
ties following the inference-inducing context. The contexts for the given and new
conditions were created subsequently. Furthermore, the discourse referents that
were introduced in the context sentences as potential antecedents or anchors car-
ried an indefinite marker. The length of context-target sentence pairs was kept
constant across all conditions and experimental items. A total of 100 additional
sentence pairs were constructed that served as filler items in the final version of
the experiment to divert attention from the critical material. This amounted to
340 items altogether. Verification questions were constructed for each stimulus,
which probed the comprehension of either the context or target sentence; correct
and incorrect responses were distributed evenly across all items. Two versions
of different combinations of stimuli and verification questions were created and
combined with three different randomizations each that were counterbalanced
across all participants.
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Procedure: Participants sat comfortably in a sound-attenuating booth and
were instructed to read the stimuli material for comprehension. Stimuli were
presented visually in the center of a computer screen in yellow letters against a
blue background. Each trial started with the presentation of three asterisks to
remind the participants to avoid blinking and moving around. Then the stimuli
were presented word by word (400 ms each, followed by an inter-stimulus in-
terval of 100 ms); the word-wise presentation was chosen to investigate whether
an effect of definiteness could be observed by allowing more time for the deter-
miner to be processed. After the presentation of the two successive sentences (i.e.
context and target sentence), asterisks were presented on the computer screen
for 500 ms, followed by the verification question, which was presented in its en-
tirety. Participants were instructed to respond to this question as quickly and
as accurately as possible, by pressing either a ‘yes’ or ‘no’ button on a response
box. The purpose of this task was to assure that participants were properly
reading the stimuli for comprehension. Generally, participants were instructed
to blink only during the presentation of the verification question to limit ocular
and other artifacts. Each experimental session started with two brief practice
blocks of six stimuli each. The following experimental session consisted of 340
pseudo-randomized stimuli and was carried out in eight blocks with short breaks
between blocks.

The EEG was recorded from 26 Ag/AgCl scalp electrodes mounted in an
elastic cap (Electro-Cap International), which conformed to the standard 10-20
system for electrode positioning (cf. [15]). The following positions were recorded:
FPZ, FZ, CZ, and PZ for midline sites, and FP1/2, F3/4, F7/8, FC3/4, FT/8,
C3/4, T/8, CP5/6, P3/4, P7/8, O1/2 for lateral sites. Recordings were refer-
enced to the left mastoid and rereferenced offline to linked mastoids. Horizontal
and vertical eye movements were monitored by means of two sets of additional
electrode pairs, placed at the outer cantus of each eye and above and below the
participant’s left eye, to control for ocular artifacts. Electrode impedances were
kept below 5 kΩ. Signals were recorded with a sampling rate of 250 Hz and all
channels were amplified using a Twente Medical Systems International amplifier.

Data analysis: Analyses of the behavioral data for the verification task were
computed for error percentages. Error percentages were averaged over incorrect
and timed-out responses (i.e. responses that failed to be registered 4000 ms after
the verification question was presented).

Average ERPs were time-locked to the onset of the determiner of the critical
noun phrase and computed per condition per participant, prior to the calculation
of the grand averages over all participants. In analogy to [4], a 200 ms baseline be-
fore the critical noun phrase was utilized during averaging. Trials that registered
an incorrect response to the verification task or that contained ocular or other ar-
tifacts were excluded from averaging. For the statistical analysis of the ERP data,
repeated-measures ANOVAs were performed with the factors context and def-
initeness. Electrodes were grouped by location and entered the ANOVA as topo-
graphical factor:regionof interest [roi] left anterior (F3/F7/FC3/FT7), right
anterior (F4/F8/FC4/FT8), left posterior (CP5/T7/P3/P7), and right posterior
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(CP6/T8/P4/P8). Statistical analyses are based on the mean amplitude value per
condition in predetermined time-windows. The analysis was carried out in a hi-
erarchical manner. The data were corrected using the Huynh-Feldt procedure in
order to control for potential type I errors due to violations of sphericity [14].

Based on previous studies and in particular the findings from [4], analyses were
carried out for separate temporal windows corresponding to the N400 (300-500
ms) and late positivity components (550-700 ms) relative to the onset of the
noun. To investigate potential immediate effects of the determiner, an addi-
tional analysis relative to the onset of the definite vs. indefinite determiners was
conducted between 400 and 700 ms.

Results: In the behavioral task, participants performed at ceiling level, with
a mean error rate of 2.58 for the critical items (Definite-Given: 3.17, Definite-
Inferred: 1.62, Definite-New: 3.38, Indefinite-Given: 1.17, Indefinite-Inferred: 3.12,
Indefinite-New: 3.00). This indicates that they were properly paying attention to
the materials.

Fig.1 illustrates ERPs relative to the onset of the noun. The left panel presents
the data for the definite noun phrases, which replicated previous investigations of
referential processing [4]. The findings for the indefinites, illustrated in the right
panel of Fig.1, cannot support the classical accounts on definiteness and indicate
that lexical-semantic networks are activated to establish discourse coherence
(reflected in the N400), even though the indefiniteness marking indicates that
no dependency relations (in the narrow sense, i.e. direct or indirect anaphors)
need to be established.

This was supported by statistical analyses, which revealed a reliable effect of
context in the N400-window (300-500 ms) [F (2, 44) = 4.18, p < .03], which
was reflected in modulations of the N400-amplitude with increasing amplitude
for Given < Inferred < New. There was also a significant interaction of con-
text x roi[F (6, 132) = 3.22, p < .01] whose resolution revealed main effects
of context in the right anterior [F (2, 44) = 3.59, p < .04], right posterior
[F (2, 44) = 4.00, p < .04] and left posterior ROIs [F (2, 44) = 8.98, p < .001],
substantiating a broad distribution of the negative deflection (which is a general
characteristic of the N400-signature). The absence of a significant effect of def-
initeness indicates that processing costs occurred irrespective of definiteness
marking in this time window.

Turning to the later time window, a significant late positivity effect was
observed between 550-700 ms after the onset of the noun. In this later time
window, there was a main effect of context [F (2, 44) = 8.18, p < .002] as
well as interactions of context X roi [F (6, 132) = 7.67, p < .001], defi-
niteness X roi [F (3, 66) = 4.48, p < .02], and context X definiteness
[F (2, 44) = 4.16, p < .03]. Resolution of this latter interaction upheld a main ef-
fect of context [F (2, 44) = 7.90, p < .003], and pairwise comparisons revealed
a difference only between the two given conditions [F (1, 22) = 11.89, p < .003]
– reflected in the absence of a positivity for the Definite-Given condition – but
no reliable differences between Definite/Indefinite-New and Definite/Indefinite-
Inferred noun phrases [Fs < 1]. Fig.1 indicates that the late positive going
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Fig. 1. Grand-average ERPs from 11 selected electrodes relative to noun-onset. Left
and right panels present definite and indefinite noun phrases (NPs) respectively for
given (dotted), inferred (solid) and new contexts (dashed). The enlarged electrode in
the middle compares all six conditions. The vertical bar marks noun-onset; negative
voltage is plotted upwards. The horizontal bar shows the time-axis from 200 ms before
the noun until 1000 ms after.

deflection occurs for all conditions except for the Definite-Given condition (which
is the only condition that allows coreference and thus does not require the intro-
duction of an independent discourse referent). This divergence of the Definite-
Given condition from all other conditions is depicted in the enlarged electrode
(CP6) in the middle of Fig.1.

Additional analyses relative to the onset of the determiner revealed a statis-
tically significant difference between definite and indefinite determiners between
400 and 700 ms. There was an interaction of definiteness X roi [F (3, 66)
= 12.91, p < .001], which was reliably resolved over left anterior [F (1, 22) =
11.45, p < .003] as well as left posterior sites [F (1, 22) = 4.75, p < .05]. While
the negativity was significant over both left–lateralized regions, it had its maxi-
mum over anterior sites. However, contrary to the findings reported in [1], Fig.2
demonstrates that the definite determiner evoked a more pronounced negativity
compared to the indefinite determiner.

Discussion: We have investigated the time-course of the processing of definite
and indefinite noun phrases in discourse. The results reveal distinct electrophys-
iological correlates of discourse integration: the N400 is predominantly affected
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Fig. 2. Grand-average ERPs for definite (solid) vs. indefinite determiners (dotted) at
selected electrode sites. The vertical axis marks the onset of the determiner and plots
voltage in microvolts with negativity upwards. The horizontal bar shows the time-axis
from 200 ms before till 1000 ms after the determiner.

by contextual cuing, while the late positivity indexes costs from the introduc-
tion of a new discourse entity, which is triggered by indefiniteness marking, but
also by context information (i.e. absence of a matching referent in discourse). In
addition, definite determiners exert early processing demands, reflected in a left
anterior negativity.

The neurocognitive model outlined above can account for the findings in that
initial attempts of linking up with discourse representation and dependency for-
mation are reflected in the N400-signature. The presence of a discourse referent
corresponding to the head noun facilitates linking, reflected in the least pro-
nounced negativity for the two Given conditions; inference-based links recruit
world knowledge and lexical-semantic associations, which exerts more demands;
and the absence of supporting links and anchors in discourse yield the most en-
hanced negativity (see Fig.1). Importantly, the linking attempts occur for both
definite and indefinite entities and are governed by the fit of the head noun
with the information provided by the context. This suggests that the underlying
processes are guided by coherence constraints and that a strict correspondence
between definiteness marking and integration processes cannot be maintained.
The data indicate that morphological definiteness features are ignored during
initial referential integration and that the parser seeks to establish discourse
links. This is most compatible with coherence-driven accounts of discourse inte-
gration and could be modeled with respect to early applicable constraints like
Use Identity or Maximize Discourse Coherence [2].
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Crucially, indefiniteness information comes into play somewhat later, as evi-
denced by a late positivity for all three indefinite noun phrases, which is assumed
to reflect processing costs from creating independent discourse representations.
So even though associative links are formed initially, the functional informa-
tion associated with indefiniteness (i.e. introducing a new entity) ultimately
triggers additional processes. In particular, there is a clash between potential
dependency links and the functional contribution of indefiniteness; for instance,
in the Indefinite-Given condition, linking offers an anchor for an identity rela-
tion, but indefiniteness marking prevents this and forces the introduction of an
independent representation. In the case of the definite noun phrases following
Inferred and New contexts, which also elicited a late positivity, a general dis-
course constraint requires the introduction of an independent discourse referent
in the absence of an identity relation, because definite noun phrases must have
a corresponding discourse representation.

Finally, the current data revealed a left anterior negativity in response to the
definite over the indefinite determiner. This effect was predicted on the basis of
working memory accounts in relation to the definite’s function of addressing dis-
course space. Contrary to the present findings, Anderson & Holcomb [1] report
a LAN for indefinite determiners compared to definite determiners. However,
since they tested definiteness effects in English, their data might be confounded
by length differences (as for example reported in [21]), which is not the case for
the German contrast tested here. Therefore, following Russell and others, the
observed costs for definite determiners might be associated with the prompt to
identify a unique referential entity for which the properties of the head noun
are true. The ERP data substantiate this functional characterization of definite-
ness marking. Definite determiners thus signal the parser that a link must be
established with an entity in discourse space, which results in enhanced working
memory demands. As the data relative to noun-onset indicate, this pointer is
only used in the later referential integration stage.

In order to further evaluate these conclusions, a series of offline paper-and-
pencil studies was conducted. These studies investigated whether more general
considerations of plausibility and predictability or even frequency of occurrence
could also explain the ERP patterns.

3.2 Plausibility Questionnaire

Could the overall fit of context and target sentence – in other words discourse
plausibility – account for the observed ERP effects? There are two different pre-
dictions with respect to the effect of plausibility on ERP patterns. First, a late
positivity has been discussed with respect to considerations of well-formedness
(cf. e.g. [17,22] for dispreferred structures), and this might be extended to the
domain of discourse, where the evaluation of the fit of subsequent sentences
may yield graded ratings. If this was the right kind of explanation for the ob-
served positivity in the present experiment, all conditions except for the Definite-
Given condition should be evaluated rather poorly in a plausibility rating task.
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Second, semantic plausibility has been shown to affect the N400 component [19],
and given the current ERP data, a rating study should then show no effect of def-
initeness, albeit a clear effect of context. To address these questions, participants
were asked whether they felt that the second sentence was a good continuation
of the first one.

Methods: 42 native speakers of German (22 women) participated in this ques-
tionnaire study (age range: 21 − 36; M=26). Each participant rated five stimuli
per conditions that were randomly selected from the material constructed for
the ERP study. The 30 critical items were interspersed with 10 filler passages
that represented poor continuations. Four different version of the questionnaire
were created and distributed evenly across all participants, who were asked to
evaluate the fit of the first and second sentence on a 7-point-scale (‘1’: the second
sentence does not represent a good continuation of the first one; ‘7’: the second
sentence is a good continuation of the first one). An ANOVA was computed over
mean response values.

Results: Mean scores are illustrated in Fig.3: Definite-Given received the high-
est score (M = 6.38), followed by Definite-Inferred (M = 5.96), Indefinite-
Inferred (M = 4.90), Indefinite-Given (M = 4.41), Indefinite-New (M = 3.18),
Definite-New (M = 2.71). Statistical analysis revealed main effects of definite-
ness [F (1, 41) = 33.83, p < .001] and context [F (2, 82) = 125.21, p < .001] and
an interaction of definiteness X context [F (2, 82) = 23.46, p < .001].

Discussion: The ratings indicate that Definite-Given is consider the most co-
herent condition, but Definite-Inferred is rated nearly as highly. This rules out
a simple well-formedness account of the late positivity, which emerged for all
but the Definite-Given condition. Similarly, the presence of an interaction and
an effect of definiteness rule out a purely plausibility-based explanation of the
N400.

Fig. 3. Mean responses to the plausibility task for each condition. ‘7’ stands for good
fit of context and target sentence.
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3.3 Completion Tasks

Another potential interpretation of the ERP data is related to the predictability
or frequency of occurrence of certain noun phrases. The N400 is particularly
susceptible to these criteria (cf. e.g. [19]). Thus, to determine whether the pre-
dictability of a certain continuation (especially, a particular referential represen-
tation) may explain the ERP effects, two completion studies were carried out
that investigated how the probability of certain continuations changes over time.
Previous research has demonstrated that completion studies provide probability
measures that correlate with comprehension patterns (cf. e.g. [11]).

Methods: Sixteen participants filled out the first sentence completion form and
forty-two the second (age range: 19-30; M=23.2). Each participant was instructed
to complete a list of pseudo-randomized passages, which contained six stimuli
each selected from the Given and Inferred conditions and 12 fillers. Two ver-
sions were distributed across participants. On the first form, the sentences were
cut off after the complementizer dass (‘that’); on the second form, completions
started with a determiner. Responses were coded and assigned to different classes
of continuations (e.g. pronominal, coreferential, inferential, neutral/no relation,
ambiguous). Percentages are reported below for these continuation classes.

Results: Completions following the complementizer are summarized in Table 2
and revealed a strong preference for a pronominal continuation in the case of Given
contexts (36% for the object antecedent – e.g. ‘the speaker’ in the example in
Table 1 – and 8% for the subject antecedent – e.g. ‘Peter’) and neutral contin-
uations (like ‘the weather’ or ‘yesterday’) following the Inferred contexts (31%).
The Given contexts further elicited numerous complex anaphor continuation (e.g.
‘this’, ‘this event’), which referred to the entire proposition introduced in the con-
text sentence; interestingly, this type of continuation never occurred after the In-
ferred context. Indefinite noun phrase continuations were relatively rare.

When restricting the completions by adding a definite or indefinite deter-
miner, the data for the definite determiner indicate a high predictability for a
coreferential (direct) anaphor following a Given context sentence (which always
contained an animate entity) amounting to 61% - evenly distributed over rep-
etition of the same head noun (31%) and synonymous expressions (30%). The
Inferred contexts (containing an inanimate event or object) registered a majority
of inferentially linked indirect anaphors (45%) followed by coreferential anaphors
(25% repetitions and 6% synonyms). When cued with an indefinite determiner,
continuations following the Given and the Inferred context showed a trend for an
indirectly related noun phrase (39% and 34% respectively), supporting the idea
that coherence considerations guide processing, but both contexts also elicited
many neutral continuations (33% in both cases). Table 3 presents these pat-
terns for the four tested conditions. What seems to be odd with respect to the
indefinite condition is the relatively high number of same head noun continua-
tions; however, the count included reference to different tokens, which does not
result in a coreferential link and therefore does not violate the constraints on
indefinites.
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Table 2. Percentages of continuations in first completion task (most frequent answers
in bold)

Given context Inferred context

Pronoun

– object antecedent 36 25
– subject antecedent 8 13

Direct anaphor (same head noun) 7 4

Complex anaphor (reference to
proposition)

27 -

Indirect relation 21 27

Neutral continuation - 31

Infelicitous continuation - -

Table 3. Percentages of continuations in the second completion task. The most fre-
quent continuations following the determiner are marked in bold.

Definite Determiner Indefinite Determiner

Given context Inferred context Given context Inferred context

Direct anaphor
– same head noun 31 25 19 19

– synonymous 30 6 2 8

Indirect relation 19 45 39 34

Ambiguous/No referen-
tial relation

13 19 33 33

Infelicitous continuation 7 5 7 6

Discussion: These findings indicate that context-induced predictability alone
cannot explain the observed ERP-patterns. Following the complementizer,
pronominal and neutral continuations form the majority of responses, and definite
and indefinite continuations appear tobe equally less expected. Hence, the definite-
ness effect registered in response to the determiner (i.e. the LAN) is not guided by
probability, but must be attributed to the inherent properties of the determiner.
Likewise, the completion data following the determiner do not provide support for
a probability-induced N400 effect, because there is no main effect of context. In
general, the obtained referential preferences are in line with corpus data from di-
rect and indirect anaphors and indicate that indirect relations occur frequently
[9,23]. Furthermore, the completion data are in and off themselves interesting, be-
cause they reveal various factors related to referential processing, for instance with
respect to prominence features that guide reference resolution (e.g. animate ref-
erence is preferred over reference to an inanimate entity, object antecedents are
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preferentially chosen in these particular contexts). Yet for present purposes, we
can only focus on the probability of a certain continuation that could affect N400-
modulations. Such an interpretation cannot be supported by the findings.

4 Conclusion

Overall, the offline data do not provide a good alternative account of the observed
ERP effects. Rather, the novel ERP data from indefinite noun phrases provide
additional support for a model of discourse processing that proceeds from link-
ing under coherence considerations to updating and the introduction of discourse
representation structure. The former process is understood to be relational in na-
ture and reflects the parser’s immediate desire to establish links with the infor-
mation already available in discourse. The latter mechanism targets the overall
management and maintenance of discourse representation structure. In contrast
to classical accounts of definiteness marking that advocate an immediate effect
of definiteness onto discourse integration, the data demonstrate that processing
costs are initially exerted when a definite determiner is encountered, but during
reference resolution, definiteness features crucially affect later processing stages.
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the Max Planck Institute for Human Cognitive and Brain Sciences, Leipzig,
Germany.
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Abstract. We present results from an online experiment designed to
probe the cognitive underpinnings of intra-sentential pronoun resolution.
Event-related brain potentials were used to test the hypothesis that the
processing of anaphoric links established between pronouns and non com-
manding antecedents demands more cognitive resources than the process-
ing of anaphoric links to commanding antecedents. The experimental
results obtained show, among others, a major N400-like effect elicited by
the pronouns resolved to the non-commanding antecedent. This enhanced
negativity suggests that, as hypothesized, resolving a pronoun to a non
commanding antecedent is a more resource demanding process than re-
solving it to an antecedent in a commanding position. Our results can be
interpreted within a theoretical framework for anaphor resolution that dis-
tinguishes two processing routes: a more resource-demanding discourse-
based route and a less taxing syntax-only route.

Keywords: Pronoun resolution, Intra-sentential anaphora, Cognitive
processing, Binding theory, Command relation, Event-related potentials.

1 Introduction

Anaphora is a prominent research subject in cognitive science because it brings
to fore one of the most startling properties of language: whereas most content
words in a language determine their meaning by having a concept associated
with it (e.g., the word boy), some words don’t behave in this way. Instead, their
meaning must be determined by another expression in the context. Such is the
case of pronominals: in a context formed by the single sentence The boy said
the barber shaved him the meaning of the word him is completely dependent
on the meaning of its antecedent the boy. The only independent information
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this pronoun conveys is of gender (masculine) and number (singular). Given
this situation, the question arises as to what the mechanisms are that allow
the pronominal to be interpreted. In other words, what are the mechanisms that
allow to determine its antecedent, i.e. what is the process by which this anaphoric
expression is “resolved”.

The full availability of pronominals (defined in terms of this referential depen-
dency) is attested across the languages of the world. This ubiquitous presence
seems then the manifestation of an organizing principle of the language system
and of its connection to the rest of the cognitive system.

The inherently dynamic nature of anaphora resolution has inspired informa-
tion processing-based models from a multiplicity of disciplines including artificial
intelligence and psycholinguistics. Supported by current computational technol-
ogy, the models designed and implemented in the area of computational natural
language processing underlie anaphora resolution modules that aim at optimal
performance when running on free input text. In accordance with the nature and
goals of computer science as supporting discipline, these are algorithmic mod-
els, relying on fully specified and articulated information processing procedures
(e.g. [2,9]) . By contrast, the models from psychological approaches are usu-
ally not specified at the algorithmic level and contain, therefore, substantially
less computational detail (e.g. [5]). This is to be expected since their construc-
tion is driven by the higher level goal of capturing generalizations and generating
testable hypotheses based on behavioral evidence obtained from human subjects.
This difference in objectives and methods has led to a multifaced understanding
of anaphora resolution which has been most beneficial to our understanding of
this domain. Many experimental findings have been integrated on the anaphora
resolution models subscribed by computational linguistics. And in the reverse
direction, increasingly articulated models of anaphora resolution can inspire ex-
ploratory experimentation aimed at testing increasingly non trivial empirical
hypotheses.

In a broad outline, the anaphora resolution process that emerges as common
to all or most of these models is that the anaphoric links between anaphors and
their antecedents can be viewed as being established as a result of the interplay
of a number of constraints (e.g. [1,3]). These constraints can be conceptually split
into two categories: filters (hard constraints) and preferences (soft constraints).
For a given anaphor, the relevant hard constraints circumscribe the set of its
admissible antecedents by filtering out the non admissible ones from the set
of all the possible antecedent candidates around in the context. The relevant
preferences, in turn, concur to favor, though not to determine, the selection of the
actual antecedent (or actual antecedents, in cases of some occurrences of plural
anaphors) against which the anaphor happens to be eventually interpreted.

Against this background, the present work investigates the operation of a
particular subset of preferences, namely, those that rely on the use of structural
information as criteria to single out the preferred antecedents. We further focus
our study upon the operation of these preferences as they apply during the
processing of intra-sentential anaphoric links i.e., cases where the anaphor and its
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antecedent candidates occur in the same sentence. Preferences operate in tandem
with hard constraints. The hard constraints relevant for the processing of intra-
sentential anaphora are dubbed binding principles in grammatical studies. In this
work, we will be concerned with binding principle B that holds for the anaphoric
expressions classified as pronouns. Thus, we set out to study the operation of
preferences defined upon structural relations – namely the command relation -
holding between pronouns and intra-sentential antecedent candidates.

The remainder of the paper is organized as follows. Section 2 presents in
more detail the constraints on intra-sentential anaphoric links, with a focus on
binding principle B, followed by a review of previous work on the linguistic, psy-
cholinguistic and computational manifestations of this principle and by the full
articulation of our present approach, including our hypotheses and corresponding
predictions.

Section 3 describes our study including methods and results. Section 4 dis-
cusses the hypotheses in the light of the results obtained and concludes the
paper.

2 Background and Hypotheses

2.1 Grammatical Studies

The subset of grammatical constraints impinging on intra-sentential anaphoric
links, known as binding principles, are defined in terms of two auxiliary relations:
the command relation and the locality relation. We introduce each in turn.

The command relation is established over predicate-argument structures.When
an expression is an argument of a given predicator, it is said to be commanded by
its less oblique co-arguments — i.e. by the other less oblique arguments of that
predicator. For instance, a Direct Object of a given predicator is commanded by
the Subject of that predicate, an Indirect Object by the Subject and the Direct
Object, etc. In the example sentence The brother of Mary offered a book to John,
the Indirect Object to John is commanded by the Direct Object a book and by
the Subject the brother of Mary, both arguments of the predicator offered ; even
though to John is the most oblique of the arguments selected by the predicator
offered, it is not commanded by of Mary as this expression is not an argument of
that predicator.

Moreover, the command relation is established recursively along the embed-
ding of successive argument selection relations. For instance, a Direct Object α
is commanded by the Subject of its predicator and, if the corresponding predi-
cation domain is the argument of another, upwards predicator,α is commanded
also by all the arguments of this upwards predicator that commands its predi-
cation domain. In the example sentence Tom promised to Peter that the brother
of Mary will offer a book to John, the Indirect Object to John of the embedded
clause is commanded also by the Subject Tom of the predicator promised as
this predicator selects as its Direct Object the predication domain the brother of
Mary will offer a book to John, where to John occurs; to John is not commanded
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by to Peter as this expression is not less oblique than the predication domain
where to John occurs.

The locality relation is also established over predicate-argument structures.
Two expressions are local to each other when they are co-arguments with respect
to a given predicator. For instance, the Direct and Indirect Objects of a given
predicator are local to each other. In the example sentence Tom promised to
Peter that the brother of Mary will offer a book to John, the Direct Object a
book of the predicator will offer is local with respect to the Subject the brother
of Mary and the Indirect Object to John of that predicate; it is not local with
respect to the Subject Tom or the Indirect Object to Peter of the upwards
predicator promised.

The grammatical constraints on intra-sentential anaphoric links of interest
here are defined in terms of these two auxiliary relations. Given its aim and
length, it is not in the scope of the present paper to offer a thorough discussion
of these constraints. They will be partly introduced by way of two key examples.

(1) a. Peteri said that [[[John’s]k brother]j shaved himself ∗i/j/∗k ].
b. Peteri said that [[[John’s]k brother]j shaved himi/∗j/k ].

For an expression to qualify as an admissible antecedent of a reflexive anaphor
like himself, that expression has to be one of its local commanders in case the
reflexive is commanded (principle A).1 This is exemplified with the contrasts in
(1a). The Subject John’s brother is the only expression in that sentence that
is both local with respect to himself and commands it. The Subject Peter of
the upwards predicator said is not local with respect to it. And the argument
John of the relational noun brother does not command it. Only the first is an
admissible antecedent of himself and this anaphoric link, between himself and
John’s brother, is an instance of the empirical generalization that principle A
seeks to capture.

While this is a first example illustrating the role of the command and the
locality relations in the definition of observed constraints on anaphoric links,
the focus of the present paper is on the specific constraint on intra-sentential
anaphoric links for pronouns, an empirical generalization that is sought to be
captured by principle B. An instance of this generalization is exemplified with
the contrasts in (1b).

For an expression to qualify as an admissible antecedent of a pronominal
anaphor like him, that expression cannot be one of its local commanders (prin-
ciple B). The Subject John’s brother is the only expression in that sentence that

1 For a reflexive that is not locally commanded, the constraint expressed by principle
A does not hold and the reflexive can establish anaphoric links with antecedent
candidates that are not its local commanders. In such cases, the anaphoric expression
has been characterized as a logophor [12]. In other theoretical settings, this behavior
is explained on the basis that the reflexive is in a so-called exempt position, i.e. in
a position where it is exempt from the discipline of principle A [11]. In either case,
it is expected that the resolution mechanisms for these elements are different from
those for pronouns with commanding antecedents.
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is both local with respect to him and commands it. Therefore while Peter and
John are admissible antecedents of him, John’s brother is the only antecedent
candidate in that sentence that does not qualify as an admissible candidate of
the pronoun.

2.2 Previous Behavioral Work

As illustrated in the brief discussion above, the grammatical notions of com-
mand and locality have emerged chiefly to characterize the observed constraints
on intra-sentential anaphoric links between anaphoric expressions and their ad-
missible antecedents.

Concomitantly, the command relation has been claimed to play a role also
in terms of characterizing preferences impinging on the selection of the actual
antecedent. The set of admissible antecedents can, in fact, be split into two
disjoint subsets: One of the subsets contains the admissible antecedents that
command the anaphoric expression at stake, and the other subset the ones that
do not command it.2 It has been argued that these two subsets are not of equal
standing with respect to the processing of anaphoric expressions with intra-
sentential antecedents. This instance of anaphor resolution is allegedly subject
to a preference that favors resolution against elements of one of these two subsets
– the commanders – to the detriment of the elements of the other group – the
recessors.

Some authors have proposed to explain these performance effects by resorting
to syntactic and/or discursive factors possibly impinging on the cognitive pro-
cessing of anaphora (e.g., [6,12]). Namely, the preference for commanders would
be due to the fact that resolution to antecedents holding such status could obtain
by syntactic means alone, while resolution to recessors would require processing
at the discourse level. Koornneef et al. [8] expand on this rationale, by identi-
fying two alternative fine-grained explanations for the preference towards com-
manders: either anaphor resolution involving the discourse level is intrinsically
more resource demanding than resolution by syntactic means alone, or the exper-
imental effects observed are in fact due to the processing time-course, in which
commanders would be available before non-commanding antecedent candidates.
The hypothesis most extensively explored in this connection has been the “in-
creased processing load” hypothesis. We review below a couple of contributions
that have assessed this hypothesis by resorting to behavioral experimentation.

Piñango and Burkhardt [10] studied possible differences in the processing of
anaphoric links to commanders (2a) vs. links to recessors (2b) holding between
reflexives and their antecedents. In one of the experiments, test materials like
the following were used:
2 The candidate antecedents that do not command the relevant anaphoric expression

occur in a position of the predicate-argument structure of the sentence that can be
viewed as a recess with respect to the position of that anaphor (when climbing up
that structure from the anaphor’s position). For the sake of brevity, non commanding
candidate antecedents (of a given anaphor) will be refered to in the remainder of
this paper as recessors (of that anaphor).
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(2) a. [The driveri who caused a crash blamed himselfi ].
b. The therapisti rolled a ball [around himselfi ]

In (2b), the reflexive himself is the sole argument of a predicate, namely the
semantically-loaded preposition around. As this reflexive is not commanded, the
constraint captured in principle A does not apply and it can establish anaphoric
links with commanders or with recessors. In the present case, the reflexive is
resolved against a recessor, namely the therapist.

In contrast, in (2a) himself is commanded and the constraint captured in
principle A is in force. In this example, the reflexive is anaphorically linked to a
commander, namely the driver.

For their experiment, these authors resorted to the cross-modal lexical decision
interference paradigm. The lexical decision task consisted in pressing a button
if the string displayed was a word. They recorded the reaction time to a visual
probe appearing immediately after the occurrence of the anaphor in the sentence
being listened.

The result was in line with the hypothesis as the reaction time for the con-
dition concerning anaphors resolving to recessors was “statistically significantly
higher” than the condition for anaphors resolving to commanders. This exper-
iment was later replicated with materials involving the Dutch zich, leading to
similar results [4].

Another experimental assessment of the hypothesis at stake was undertaken
by [8]. This study resorted to the eye-tracking experimental methodology. It
tested possible differences in the processing of pronouns anaphorically resolved
to commanders (3a) or to recessors (3b), by resorting to materials illustrated by
the following excerpts:

(3) a. [Every worker who just like Paul was running out of energy]i
thought it was very nice that hei could go home early this
afternoon.

b. [Every worker who knew that Pauli was running out of
energy] thought it was very nice that hei could go home
early this afternoon.

It was found that “readers refixated the critical region (i.e. containing the pro-
noun) and the preceding region longer in the [recessor] condition than in the
[commander] condition”. Hence, the results reported in this study can also be
interpreted as being in line with the above hypothesis.

2.3 Previous Electrophysiological Work

A number of studies, with a specific focus on anaphora resolution, have resorted
to evidence based on indicators of neural activity obtained through event-related
brain potentials (ERP). However, to the best of our knowledge, the present
is the first attempt at measuring antecedent selection using this methodology.
Moreover, this is also the first time that this kind of research is carried out in
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European Portuguese, which differs in interesting ways from the better studied
Germanic counterparts such as English, German and Dutch.

Some studies have been concerned with ambiguous anaphors or the contrast
between different types of anaphoric expressions. For instance, Streb et al. [14]
found a 270-400 ms frontal negativity and a 510-600 ms parietal negativity
elicited by pronouns in contrast to definite descriptions that are resolved to
the same extra-sentential antecedent. Van Berkum et al. [15,16] identified a sus-
tained frontal negativity, emerging at about 300-400 ms, elicited by ambiguous
pronouns in contrast to non-ambiguous ones. The authors dubbed this effect
Nref and suggest that it specifically indexes ambiguity, possibly reflecting the
additional neuronal activity required to simultaneously keep two competing ref-
erential interpretations in working memory.

Harris et al. [7], concerned with a specific constraint on intra-sentential
anaphoric links, identified a P600 effect elicited by a violation of principle A
while resolving reflexives.

Still other studies have focused on preferences for anaphora resolution. Streb
et al. [13] studied the recency preference and brought to light a N400 effect
elicited by pronouns resolved to more distant inter-sentential antecedents than
pronouns resolved to more recent ones. Streb et al. [14], in turn, found a 510-
630 ms parietal negativity elicited by pronouns resolved to inter-sentential an-
tecedents in a non parallel grammatical function, in contrast to pronouns re-
solved to antecedents in parallel grammatical functions. The authors interpret
this enhanced negativity as a member of the N400 family. This indexing in-
creased the processing demands for resolution of antecedents in a non parallel
grammatical function.

2.4 Hypotheses

In this paper, we test the hypotheses that intra-sentential anaphor resolution to
recessors differs from resolution to commanders (i) in terms of computational
cost, with resolution to a recessor being more costly than resolution to a com-
mander; and (ii) in terms of processing time course, with commanders being
made available to the processor before recessors.

We expect (i) to entail a N400-like effect, as described by [14], elicited by
pronouns resolved to recessors, and (ii) to entail a Nref effect, as described [15,16],
elicited by pronouns resolved to recessors.

Hypothesis (i) stands straightforwardly from [14], taking the amplitude of the
N400-like effect evoked by pronouns as an index of computational cost.

The rationale for hypothesis (ii) is as follows: In our material, in the cases where
resolution is made to recessors, this resolution is forced by gender agreement – only
the non-commanding antecedent candidate agrees in gender with the pronoun. If
the morphological information relevant to determine gender agreement can be ac-
cessed in parallel for both the commanding and non-commanding antecedent can-
didates, resolution to the commander should be blocked, given that an antecedent
with the suitable gender inflection value is available to the processor. However, if
the commander bearing the gender mismatch is momentarily the only alternative
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available, the processor should pursue the possibility of resolving the pronoun to
that antecedent, repairing the gender mismatch at a later stage, in the P600 win-
dow. As a candidate with the suitable gender value is eventually made available
to the processor, repairing the gender mismatch is rendered unnecessary: a refer-
ential ambiguity should emerge instead, indexed by a transient Nref effect, as the
ambiguity is subsequently resolved on the basis of gender information.

The contribution of this study relies not only on the novelty of the hypothe-
ses — which focus on intra-sentential pronoun interpretation —, but also on
the methodology used — event-related response potentials (ERPs) —, and on
being the first one which reports on observation from Portuguese, a Romance
Language.

3 Experiment

3.1 Methods

Participants: Eighteen students (five female) at Coimbra University partici-
pated in the experiment for partial fulfillment of course requirements. All partici-
pants were right handed monolingual native speakers of Portuguese, with normal
or corrected-to-normal vision. Their age ranged from 18 to 25 years (mean age:
20.75; SD = 2.34). Data from six subjects were excluded from further analysis
due to insufficient number of valid trials.

Materials: Two conditions were tested in this study: pronouns resolved intra-
sententially to commanding antecedents (Antec-Comm) and to non-commanding
antecedents (Antec-Recess).

Forty eight pairs of items were designed, differing in the factor Antecedent
Command Status (Antec-Comm/Antec-Recess). Gender agreement was used to
disambiguate the intended resolution either to the commanding antecedent (4a)
or to the non-commanding antecedent (4b).

(4) a. [O mordomo-MASC de [a condessa-FEM]]-MASCi discutiu
com [a criada]-FEM a quem ele-MASCi tinha emprestado
algum dinheiro. (Antec-Comm )
The butlermale of the countess quarreled with the
servantfemale to whom he had lent some money.

b. [A empregada-FEM de [o talhante-MASCi ]]-FEM discutiu
com [a cliente]-FEM a quem ele-MASCi tinha vendido
carne estragada.
The employeefemale of the butcher quarreled with the
clientfemale to whom he had sold spoiled meat.

Forty eight different matrix verbs were used to create the experimental sentences.
Each verb occurred once in both conditions, yielding 48 pairs of sentences shar-
ing the same matrix verb. Gender inflection values of the pronominal element
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and of its intended antecedent were counterbalanced across pairs. Except for the
intended antecedent, all other nominal phrases occurring before the pronominal
bear a gender value that is opposite to the gender value of that pronominal.
The pronominal element was immediately followed by an auxiliary verb, coun-
terbalanced across pairs. The remainder sentential material, occurring after the
time-windows of interest for the ERP analysis, was tailored in order to maxi-
mize the pragmatic acceptability of each individual sentence. In addition to the
96 experimental stimuli, 144 filler sentences were created. Items were pseudo-
randomized and counterbalanced. Three different orderings were used across
subjects to control for sequence effects.

Procedure: Participants were seated comfortably in front of a 19” computer
screen, at a distance of approximately 100 cm, and presented with the task
instructions, followed by a block of 9 practice trials. They were asked to process
the sentences for comprehension and instructed to move as little as possible.

The experimental stimuli were presented visually, word by word, in the center
of the computer screen. A fixation cross, appearing for 500 ms, served as a
reminder for the participants to stop blinking. Each word was displayed for 300
ms, followed by a 300 ms blank screen interval. The final word of the experimental
sentences was presented together with a period sign. Following the final word,
three dots were displayed in the center of the screen, signaling to the participant
that she was free to blink until the next fixation cross would appear. In order
to foster the participant’s commitment to the sentence comprehension task, 800
ms after each sentence, a force-choice question was presented. The next trial
began 2500 ms after collection of the participant’s answer to the comprehension
question.

Answers were collected by means of two response switches, one held in the
participant’s right hand, the other in her left hand. The comprehension question
was displayed on the top-middle section of the screen, together with two answer
options, one on the left lower corner of the screen, the other on the right lower
corner. Three different types of questions were used, asking the participant to
decide (i) which of the two entities referred before the main verb was the agent
of the action conveyed by the main clause; (ii) which entity was the possessor
in the genitive construction occurring before the main verb; (iii) which of the
two entities referred before the main verb was the agent of the action conveyed
by the relative clause. The participants were instructed to press the switch that
they were holding in the hand directly in front of the correct option.

Short breaks were introduced approximately every 8 minutes.

EEG recording: Electroencephalogram recordings were collected from 64 Ag/
AgCl scalp active electrodes mounted in an electrode cap conforming to the 10-20
system for electrode positioning. Vertical eye movements and blinks were moni-
tored via a supra- to sub-orbital bipolar montage. A right-to-left canthal bipolar
montage was used to monitor for horizontal eye movements. Electrode offsets were
kept within the interval 25 μV to -25 μV. The signals were recorded continuously
with a digitization rate of 512 Hz and referenced to the average of all electrodes.
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3.2 Results

Behavioral data: All participants performed at near ceiling level.

ERP data: Data were band-pass filtered offline to 0.5-40 Hz and screened for
eye-movements, muscle artifacts, and electrode drifting. A total of 18% trials
were rejected due to artifact contamination. Blink artifacts were removed using
an independent component analysis filter algorithm. Data from six subjects were
excluded from further analysis because one of the experimental conditions had
less than 25 acceptable trials. ERPs were time-locked to the pronominal element
and computed using the waveforms from all the trials of the remainder twelve
participants: epochs raging from 150 ms pre stimulus to 1500 ms post stimulus
were extracted, baseline corrected using the pre stimulus period, and averaged
per condition.

ERP data from 61 electrodes were analyzed for the LAN (250-450 ms), N400
(400-600 ms) and P600 (550-800 ms) time windows, by means of repeated-
measures ANOVAs. Separate ANOVAS were performed for lateral and central
scalp regions. The electrodes were grouped into nine regions, on the basis of
their topographical distribution. The lateral ANOVAs were conducted with the
factors Gradient – anterior, medial and posterior - and Hemisphere – left and
right, corresponding to six regions: anterior left (AF7 AF3 F7 F5 F3), medial left
(FT7 FC5 FC3 T7 C5 C3 TP7 CP5 CP3), posterior left (P7 P5 P3 PO7 PO3),
anterior right (AF8 AF4 F8 F6 F4), medial right (FT8 FC6 FC4 T8 C6 C4
TP8 CP6 CP4) and posterior right (P8 P6 P4 PO8 PO4). The central ANOVAs

Fig. 1. Electrode groupings corresponding to the regions of interest used in the lateral
ANOVAs (anterior left, medial left, posterior left, anterior right, medial right, posterior
right) and central ANOVAs (anterior central, medial central, posterior central)
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were conducted with the factor Gradient, corresponding to three regions: ante-
rior central (FP1 FPz FP2 AFz F1 Fz F2), medial central (FC1 FCz FC2 C1 Cz
C2 CP1 CPz CP2), and posterior central (P1 Pz P2 POz O1 Oz O2). Electrodes
P9, lz and P10 were excluded from the analysis.

We report below the results for the two analyses that yielded significant effects
or trends involving the Antecedent Command Status variable (Antc. Status).
Huynh-Feldt correction was used whenever there was more than one degree of
freedom in the numerator. Follow-up pairwise comparisons were computed using
Bonferroni adjustment for multiple comparisons.

The central ANOVA for the 400-600 ms window showed a significant main ef-
fect for the variable Antec. Status (F(1, 11)=11.93, p<0.01, MSE=0.062). Inspec-
tion of the estimated marginal means for this variable reveals a more pronounced
negativity when the pronoun is bound to a non-commanding antecedent. A sig-
nificant polynomial quadratic trend occurs for the Gradient x Antec. Status
interaction (F(1, 11)=12.80, p<0.01, MSE=0.043). Pairwise comparisons for the
Gradient x Antec. Status interaction show a significant effect for the Antec.
Status variable only for the medial central region.

The lateral ANOVA for the 250-450 ms window showed a significant main
effect for the variable Hemisphere (F(1, 11)=11.93, p<.05, MSE=0.62), a signif-
icant interaction Gradient x Hemisphere (F(2, 22)=4.91, p<.05, MSE=0.339),
and a marginally significant main effect for the variable Antec. Status (F(1,
11)=3.89, p<0.1, MSE=0.09). Inspection of estimated marginal means for Hemi-
sphere reveals a more pronounced negativity over the left hemisphere. Follow-up
pairwise comparisons for the Gradient x Hemisphere interaction show that this
lateralized negativity only holds for the medial and posterior regions; the anterior
region bears a negativity that spreads to the right hemisphere. The marginally
significant main effect for Antec. Status suggests that pronoun resolution with a
non-commanding antecedent elicits a more pronounced overall negativity, which
conforms to the previously described spatial distribution pattern.

4 Discussion

As mentioned above, the contribution of this study relies on the novelty of the
hypotheses, concerning anaphora resolution against commanders vs. recessors,
which focus on intra-sentential pronoun interpretation, and not on reflexives as
in previous related works. It relies also on the methodology, which for the first
time explores ERPs to investigate the issues at stake. And last but not least,
it relies on being the first one to report on observation from Portuguese, thus
extending this type of inquiry to language materials from Romance Languages.

In line with [14], we interpret the medial relative negativity found in the 400-
600 ms window as an N400-like effect, signaling the effects of the experimental
manipulation upon the formation of the pronoun-antecedent dependency. This
enhanced negativity for pronouns resolved to non-commanding antecedents sug-
gests that, in line with hypothesis (i), resolving a pronoun to a recessor is a more
resource demanding process than resolving it to a commander.



118 J.A. Leitão et al.

Fig. 2. Grand average ERPs (n=12) measured to the onset of the critical pronoun
resolved with a commanding antecedent (solid line) and pronoun resolved to a non-
commanding antecedent (dashed line). Waveforms are plotted from a 150 ms pre
stimulus baseline to 1500 ms post stimulus. Pronouns resolved to a non-commanding
antecedent elicit a fronto-lateral dominant negativity in the 250-450 ms window, as
illustrated at F7 and F8, and a central negativity in the 400-600 ms window, as illus-
trated at Cz. Negative is plotted down.
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The most apt explanation for this difference is that whereas the selection of
commanders as antecedents is done through syntactic means alone, the selection
of recessors as antecedents requires the implementation of the selection through
an additional informational layer, namely, discourse representation. The level of
complexity is thus determined by how many layers of information (syntax only vs
syntax+discourse) are required to ultimately establish the antecedent selection.

Hypothesis (ii) also gathered confirmatory evidence. The marginally signifi-
cant effect found in the 250-450 ms window for the Antecedent Command Sta-
tus variable consists of a wide-spread relative negativity elicited by pronouns
resolved to recessors. This enhanced negativity is distributed according to an
overall pattern of Hemisphere and Gradient effects, characterized by (i) a sim-
ilar gradient pattern over each hemisphere, with anterior and medial regions
more negative than the posterior region, (ii) a left-lateralized negativity for the
medial and posterior regions, (iii) a bi-hemispheric negativity for the anterior re-
gion. The spreading of the anterior negativity to the right hemisphere is mainly
due to the contribution of the Antec-Recess condition. The relative negativity
elicited by pronouns resolved to recessors is, therefore, indicative of a (short-
lived) Nref-like effect. Van Berkum et al. [15,16] describe the Nref as a bilater-
ally and globally distributed negativity, frontally dominant, elicited by anaphors
with two admissible antecedent candidates in contrast to anaphors with a single
admissible antecedent candidate.

We interpret the Nref-like pattern found in our experiment as indicating that
the commanding antecedent is made available to the resolution process before
the recessor, and momentarily entertained as the sole available alternative. The
processor therefore pursues the possibility of resolving the pronoun to that an-
tecedent even when it mismatches the pronoun in gender. A referential ambiguity
emerges when a recessor with a suitable gender value is eventually made available
to the processor, indexed by Nref effect. The Nref negativity is not a sustained
one, unlike what is more frequently observed in manipulations that evoke the
Nref effect. This is to be expected, since in this instance, the ambiguity is readily
resolved on the basis of gender information.

Altogether, these findings nicely converge with a large body of work based
on behavioral evidence showing that establishing this kind of discourse-based
dependency (resolution to recessor) is more computationally demanding than
establishing dependencies based on syntactic mechanisms alone (resolution to
commander).
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Abstract. We describe three experiments that use priming methodology
to investigate the nature of the abstract mental representations activated
during pronoun resolution, in order to contribute to our understanding of
how structural representations and semantic coherence representations in-
fluence pronoun interpretation. The results of Experiment 1 suggest that
there exists a level of abstract anaphoric dependency representations. Ex-
periments 2 and 3 indicate that general coherence representations are acti-
vated during pronoun interpretation and thus provide direct evidence for
the existence of shared abstract representations between (non-pronominal)
coherence-related inferencing andpronoun resolution processes.Moreover,
Experiment 3has implications for our understanding of the connections be-
tween linguistic and non-linguistic cognitive processes.

Keywords: Discourse coherence, Pronoun interpretation, Psycholinguis-
tics, Eye-tracking, Priming, Anaphoric dependencies.

1 Introduction

Pronouns are central for communication, but the processes and representations
underlying pronoun resolution are not yet fully understood. Competing accounts
disagree regarding the contribution of syntactic factors, semantic factors and
factors influencing referent prominence more generally. For example, coherence-
based accounts (e.g. [6,7,8,9,12]) attribute a more central role to intersentential
semantic relations (e.g. X is a result of Y , W is similar to Z ) than to syn-
tactic representations, in contrast to more structurally-oriented approaches. We
describe three experiments that use priming methodology to investigate the na-
ture of the abstract mental representations activated during pronoun resolution,
in order to contribute to our understanding of how structural representations
and semantic coherence representations influence pronoun interpretation. More
broadly, this research aims to further our understanding of how humans perceive
the semantic relations between objects, events and situations.

Priming is a well-known phenomenon according to which prior exposure to a
stimulus influences (often facilitates) subsequent processing of a similar stimu-
lus (or the same stimulus). For example, existing work has shown robust effects
of syntactic priming in production [2,11], indicating that producing a particu-
lar syntactic structure facilitates subsequent production of the same structure.
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Recent work suggests that syntactic priming also exists in comprehension (e.g.
[5,16]).

In the experiments discussed here, we build on the logic of existing research
and use priming as a tool to test whether two processes make use of the same
(or overlapping) underlying representations. Although existing work has found
evidence for priming of abstract syntactic representations, the abstract repre-
sentations activated during pronoun interpretation have not yet been directly
investigated. We explored two related questions: (i) Experiment 1: Does pro-
noun interpretation result in the activation of abstract anaphoric dependency
representations? (ii) Experiments 2 and 3: Does pronoun interpretation result in
the activation of abstract, possibly domain-general, coherence representations?

2 Experiment 1: Abstract Referential Dependencies

This experiment tested for the possibility of priming on the level of anaphoric
dependency relations. Does processing a certain coreferential configuration facil-
itate subsequent comprehension of the same configuration? In other words, if a
comprehender has recently constructed a certain kind of anaphoric dependency
(e.g. interpreted an object pronoun as referring to the subject of the preceding
clause), is s/he biased to construct the same kind of dependency again when
faced with an ambiguous pronoun? If we find evidence for such priming, this
would provide evidence for the existence of a distinct level of anaphoric depen-
dency representations.

To investigate these issues, we conducted a comprehension-priming experi-
ment. Participants (n=24) read sentences on a computer screen. Nonsense verbs
were used to avoid effects of verb semantics. The prime sentences (ex. (1)) used
gender cues to force a subject interpretation (ex. (1a)) or an object interpretation
(ex. (1b)) of the pronoun in object position (Note that the syntactic structures of
(1a) and (1b) are the same, and thus, any differences between subject primes and
object primes cannot be attributed to syntactic priming). Neutral primes ended
in intransitives (ex. (1c)). All sentences (targets, primes, fillers) were followed
by questions. There was no noun or verb overlap between primes and targets.

(1a) William swooked Betty and Kevin brucked him. [Subject Prime]
(1b) William swooked Betty and Kevin brucked her. [Object Prime]
(1c) William swooked Betty and Kevin brucked. [Neutral Prime]
(2) Target: Stephen tulvered Peter and Diane churbited him.

[Question: Diane churbited . Stephen Peter ]

The critical target sentences contained ambiguous object-pronouns (ex. (2)),
whose interpretation (preceding subject or object?) was probed by the subse-
quent question, to test whether the preceding prime influences pronoun interpre-
tation. Targets were preceded by subject primes, object primes or neutral primes,
as we wanted to analyze whether the anaphoric dependency in the prime influ-
ences participants’ interpretation of the ambiguous pronoun in the target. We
measured and analyzed participants’ responses to the questions and the speed
of these responses.
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2.1 Predictions

We expected targets to show a baseline object preference, given that we were
testing object pronouns and that existing research has repeatedly found effects
of structural parallelism (e.g. [13,3]), i.e., pronouns prefer antecedents in parallel
structural positions. However, if it is the case that activation/construction of
a particular kind of anaphoric dependency makes participants more likely to
activate/construct that same kind of dependency again, then we predict that
the object preference should be weakened by subject primes (e.g. 1a). In other
words, subject responses should be more likely to occur or easier to process after
subject primes than after neutral or object primes.

2.2 Responses

Overall, there were more object responses (89%) than subject responses (10%)
as expected given structural parallelism. Crucially, participants’ responses were
modulated by preceding primes: There were roughly twice as many subject-
responses after subject primes as after object primes or neutral primes (p’s<.05).

The effect of the primes can be seen visually in Fig. 1 below, which shows the
object advantage score for each of the three conditions, derived by subtracting
the proportion of subject responses from the proportion of object responses. As
Fig. 1 shows, although all three conditions have an overall object preference (as
shown by the relatively high object advantage score in all three conditions), the
object advantage score is lower after subject primes than after object primes and
neutral primes.

2.3 Speed of Responses

Object-responses were approximately twice as fast as subject-responses. There
was a numerical effect of prime on response speed: Subject-responses were faster
after subject primes (<1500ms) than object primes (>1600ms) or neutral primes
(approximately 2000ms).

2.4 Discussion

The results of Experiment 1 suggest that if a comprehender has recently pro-
cessed/constructed a particular kind of anaphoric dependency, s/he is more likely
to construct the same kind of dependency again when faced with an ambiguous
pronoun.

In other words, it seems that anaphoric dependencies can be primed, even
in the absence of noun/verb overlap between targets and fillers. This finding
fits well with the idea that there exists a distinct level of anaphoric dependency
representations, whose activation can linger and influence the interpretation of
subsequent pronouns.

However, we should also keep in mind the question of how anaphoric depen-
dency representation relate to coherence representations, because, as discussed
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Fig. 1. The object advantage score for target sentences, shown as a function of prime
type (The object advantage score is a measure of how strongly the object was pre-
ferred over the subject, and it was computed by subtracting the proportion of subject
responses from the proportion of object responses)

in Section 3 below, certain anaphoric dependency patterns tend to be correlated
with certain coherence relations. We will consider the implications of Experiment
1 again in Section 4, after presenting Experiments 2 and 3.

3 Experiments 2 and 3: Coherence Relation Priming

Experiments 2 and 3 tested whether the process of pronoun interpretation also
activates abstract coherence representations. According to coherence-based ap-
proaches, pronoun resolution is largely a by-product of general inferencing about
inter-clausal relations, and a growing body of research agrees that a successful ac-
count of pronoun interpretation needs to take into account the coherence relation
between the pronoun-containing clause and the preceding clause. For example,
in ex. (3), a subject interpretation of ‘him’ is more likely with a Cause-effect
relation (3a) than with a Resemblance relation (3b) (e.g. [7,8,9,17]):

(3) Phil tickled Stan, and Liz poked him.
(a) Phil tickled Stan, and [as a result] Liz poked himPhil

(b) Phil tickled Stan, and [similarly] Liz poked himStan

However, the nature of these coherence relations is not yet well understood.
Experiments 2 and 3 aim to contribute to our understanding of the linguistic
and cognitive properties of these representations. We address two main questions:

First, Experiment 2 tested whether these representations are specific to ref-
erence resolution. According to [6], coherence relations are not restricted to the
domain of pronoun resolution – Hobbs claims that inferences about coherence re-
lations exist independently of pronoun interpretation. However, so far we have no
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direct evidence as to whether the representations activated during pronoun inter-
pretation are the same as the representations activated during (non-pronominal)
coherence establishment. Experiment 2 tackles this question.

Second, Experiment 3 investigated whether these coherence representations
are specific to the linguistic level of representation. In other words, how domain-
general are these representations? Are they restricted to the linguistic domain,
or potentially shared between different cognitive domains? Given that relations
such as cause-effect and similarity also exist in other domains, e.g. vision, one
might well expect coherence relations to be domain-general.

3.1 Design and Methods

Using priming and visual-world eye-tracking, we tested whether processing a
particular coherence relation influences interpretation of a subsequent ambigu-
ous pronoun. We used linguistic primes (Experiment 2) and visuo-spatial primes
(Experiment 3) of three types: (i) Cause-effect, (ii) Resemblance, and (iii) Neu-
tral/Baseline. The Neutral primes are best regarded as a baseline, because they
were designed to evoke other kinds of coherence relations that, crucially, are
neither Cause-effect nor Resemblance.

The linguistic primes were visually-presented two-clause sentences (see ex.
(4) for an example of a cause-effect prime), whereas the non-linguistic/visuo-
spatial primes were silent video clips of moving geometric shapes of various
colors (see ex. (5), Fig. 2 for an example of a cause-effect video clip).1 The
linguistic primes contained no subject or object pronouns, in order to prevent
anaphoric dependency priming from occurring. Furthermore, both linguistic and
visuo-spatial primes were normed beforehand to ensure that the intended coher-
ence relation was clear.

(4) Sample linguistic prime
[Cause-effect condition ]: The patient pressed the red emergency button
near the bed and a nurse quickly ran into the room.

(5) Description of sample video prime
[Cause-effect condition ]: A triangle knocks into a circle which falls off a
ledge.2

Two tasks were used to ensure that participants attended to the primes. In
Experiment 2, with linguistic primes, participants were shown a prime sentence
on the computer screen and instructed to read it aloud and indicate whether they
had seen it earlier during the experiment. In Experiment 3, with visuo-spatial
primes, participants were instructed to watch the video and afterwards to use
the mouse to trace the paths of the objects.
1 In Experiment 3, the video prime component was played twice on critical trials (as

well as some filler trials), to increase detectability of potential priming effects.
2 No linguistic information accompanied the actual videos. Furthermore, the arrows

in the example image are there simply for purposes of illustration; they were not
present in the actual videos.
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Fig. 2. Sample cause-effect prime (The arrows were not present in the actual videos)

Fig. 3. Sample target visual display

The critical targets (which were the same in Experiments 2 and 3) were
pictures of three same-sex characters (see Fig. 3), accompanied by an auditory
sentence with an ambiguous object pronoun (ex. (6)). As in Experiment 1, we
used nonsense verbs to eliminate any potential effects of verb semantics, and
participants had been familiarized with the characters’ names before the main
experiment began. Each experiment contained 15 critical trials (prime+target
sequences).

In addition, both experiments contained a large number of filler trials of two
types: Some fillers resembled the targets whereas others resembled the primes.
Fillers and targets were interspersed such that although critical trials consisted
of a prime+target sequence, this patterning was not apparent to participants.

(6) Mary linded Lisa and Kate hepped her.

Eighteen native English speakers participated in each of the two experiments.
Participants saw a scene and heard a sentence while their eye-movements were
recorded. On target-type trials, the participants’ task was to use the mouse to
click on the last-mentioned person or thing.

Eye-movements in the visual-world paradigm are well-suited for investigating
reference resolution, because existing research has shown that-eye movements to
objects or pictures in a display are closely time-locked to the potential referents
that a listener considers as language unfolds over time ([4,14], for a review see
[15]). Thus, we can use looks to the different characters to gain insights into what
participants are considering as potential referents for the ambiguous pronouns.
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3.2 Predictions

If the abstract representations involved in pronoun resolution are connected to
those in (pronoun-independent) coherence-related inferencing, we predict that
lingering activation from primes can bias interpretation of ambiguous pronouns,
resulting in more consideration of the subject after Cause-effect primes than
after Resemblance or Neutral primes. (Because the pronouns are in object posi-
tion, we expect an overall/eventual object preference, e.g. [13]) Crucially, using
both linguistic primes (Experiment 2) and visuo-spatial primes (Experiment 3)
allowed us to test whether the effects of coherence relation activation are specific
to linguistic input, or whether they are more domain-general.

3.3 Results

Mouse click results: Participants’ mouse clicks showed a strong object pref-
erence in all conditions.

Eye-movement results: After both linguistic and visuo-spatial Resemblance
primes, eye-movements showed an early, persistent object preference (p’s<.05)
that emerged within 200 ms of pronoun onset. Neutral primes also resulted in an
object preference, although it reached significance later than with Resemblance
primes. In contrast, Cause-effect primes resulted in initial competition between
subject and object. In the Cause-effect condition of Experiment 2 (linguistic
primes), the object preference did not reach significance until the 600-800 ms
time slice after pronoun-onset (p<.01). In the Cause-effect condition of Experi-
ment 3 (video primes), the emergence of the object preference was also delayed
relative to Resemblance primes and Neutral primes: With Cause-effect primes,
the object preference did not reach significance (p<.01) until the 400-600 ms time
slice. Thus, participants’ eye-movement patterns show that Cause-effect primes
resulted in relatively more consideration of the subject early on, in both Experi-
ment 2 and Experiment 3. In sum, we found priming effects both with linguistic
primes and with visuo-spatial primes.

4 Conclusions

As a whole, the outcomes of Experiment 1 (anaphoric dependency priming)
and Experiments 2 and 3 (coherence representation priming) contribute to our
understanding of what representations are activated during the pronoun inter-
pretation process. The results of Experiment 1 indicate that priming exists in
the domain of reference resolution: Processing a subject interpretation appears
to make a subsequent subject interpretation more likely to occur and/or easier
to process. These findings fit well with the idea that there exists a level of ab-
stract coreference representations or procedures, whose activation can linger and
thereby bias the interpretation of a subsequent ambiguous pronoun.

Furthermore, given existing research showing that certain anaphoric depen-
dencies are associated with certain kinds of coherence relations (recall the subject
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vs. object effects associated with Cause-effect relations and Resemblance rela-
tions in ex. (3)), we are faced with the interesting question of how (and whether)
the anaphoric dependency priming of Experiment 1 is related to the priming of
coherence relations. In other words, could the effects observed in Experiment 1
actually be due to activation originating from representations of coherence re-
lations, which may in turn be activating particular anaphoric dependencies? Or
perhaps a combination of anaphoric dependency priming and coherence relation
priming? Although the design of Experiment 1 does not allow us to offer a def-
inite answer to this question at this stage, the results of Experiments 2 and 3
certainly fit well with these possibilities.

The results of Experiments 2 and 3 show that pronoun interpretation can be
primed by coherence relations in preceding linguistic input as well as preceding
visual input, even when primes and targets are connected only on the level of
abstract coherence relations, and even when they are not in the same modality.
This shows that general coherence representations are activated during pronoun
interpretation, and thus provides direct evidence for the existence of shared ab-
stract representations between (non-pronominal) coherence-related inferencing
and pronoun resolution processes.

The finding that visuo-spatial primes have an effect on pronoun interpretation
suggests that the abstract coherence representations may in fact be domain-
general, i.e., shared between linguistic and non-linguistic domains. This is an
important question that deserves further study. In particular, we are faced with
the question of whether the participants in Experiment 3 were perhaps re-coding
the visuo-spatial information into linguistic information. To investigate this is-
sue, an articulatory suppression experiment is currently underway. When par-
ticipants are asked to do an articulatory suppression task (e.g., say the syllable
‘the’ repeatedly), the phonological component of working memory is engaged.
This prevents subvocal rehearsal and as a result, participants’ ability to re-code
the visuo-spatial information into linguistic form is expected to be significantly
impaired (see e.g. [10,1]). Thus, the outcomes of this experiment will help us to
find out whether the abstract representations underlying coherence relations are
domain general or specific to language.

In sum, the results of the three experiments discussed here shed light on
the cognitive processes and representations activated during the process of pro-
noun resolution – in particular, they provide evidence for the existence of a
distinct, non-pronoun-specific level of coherence representations – and also have
implications for our understanding of the relationship between linguistic and
non-linguistic representations.
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Que, Min 80

Rao, Pattabhi R.K. 54
Recasens, Marta 29
Reuland, Eric 69

Schumacher, Petra B. 91

Venkataswamy, Kavitha 54

Winter, Yoad 69


	Title Page
	Preface
	Organisation
	Table of Contents
	Resolution Methodology
	Why Would a Robot Make Use of Pronouns? An Evolutionary Investigation of the Emergence of Pronominal Anaphora
	Introduction
	The Experiments Framework
	The Inception of Pronouns
	The Settings
	The Results
	 Conclusions
	References

	Automatic Recognition of the Function of Singular Neuter Pronouns in Texts and Spoken Data
	Introduction
	Related Work
	The Data
	The Corpora
	The Annotation

	The Experiments
	Clustering Experiments
	Classification on Words
	Classification of Pronouns in Texts Enriched with POS and Lemma Information

	Conclusions and Future Work
	References

	A Deeper Look into Features for Coreference Resolution
	Introduction
	Previous Work
	Pairwise Comparison Features
	Experimental Evaluation
	Sample Selection
	Feature Selection
	Model Reliability

	Conclusion
	References


	Computational Applications
	Coreference Resolution on Blogs and Commented News
	Introduction
	Related Work
	Data
	Experimental Setup
	Results
	Error Analysis

	Conclusion
	References

	Identification of Similar Documents Using Coherent Chunks
	Introduction
	Coherence Analyser
	Connectives
	Anaphora
	Noun Reappearance
	Thesaurus Relationship
	Coherence Finding Algorithm
	System Architecture

	Identifying Similar Chunks across Documents
	What Is Similarity?
	Related Work
	Identification of Similar Documents

	Experiments, Results and Discussion
	Identification of Coherent Chunks
	Experiments Using Similarity Analyser

	Conclusion
	References


	Language Analysis
	Binding without Identity: Towards a Unified Semantics for Bound and Exempt Anaphors
	Introduction
	 The Syntax of Reflexive-Marking
	Binding and Proxies
	 Binding of SELF-anaphors
	Simplex Anaphors and Proxy-Interpretation
	Extending the Approach
	Conclusion
	References

	The Doubly Marked Reflexive in Chinese
	Introduction
	Syntax of the Double-$ziji$ Construction
	Transitivity

	Locality Conditions
	Background: Locality and Long-Distance Anaphora with $ziji$
	Double $ziji$ Is Not a Long-Distance Anaphor

	Explaining the Binding of Double $ziji$
	Two Possessive $ziji'$s
	Logophoricity

	Conclusion
	References


	Human Processing
	Definiteness Marking Shows Late Effects during Discourse Processing: Evidence from ERPs
	Introduction
	Definiteness

	Discourse Comprehension: A Neurocognitive Approach
	N400 Effect and Dependency Formation / Linking
	Late Positivity and Discourse Updating
	LAN and Working Memory

	(In)Definiteness Marking
	ERP Study
	Plausibility Questionnaire
	Completion Tasks

	Conclusion
	References

	Pronoun Resolution to Commanders and Recessors: A View from Event-Related Brain Potentials
	Introduction
	Background and Hypotheses
	Grammatical Studies
	Previous Behavioral Work
	Previous Electrophysiological Work
	Hypotheses

	Experiment
	Methods
	Results

	Discussion
	References

	Effects of Anaphoric Dependencies and Semantic Representations on Pronoun Interpretation
	Introduction
	Experiment 1: Abstract Referential Dependencies
	Predictions
	Responses
	Speed of Responses
	Discussion

	Experiments 2 and 3: Coherence Relation Priming
	Design and Methods
	Predictions
	Results

	 Conclusions
	References


	Author Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




