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1 Introduction

Due to its pervasiveness in natural languages and its intriguing propefiesnceand anaphor
processing has been a central tdpicNLP researchGiven the intensiveattentiondevotedto this
subject, it can however be sdltht sententialanaphormprocessinghasbeenquite overlooked,when
comparedo the amountof researcteffort put in tackling non sententialanaphoricdependencies.
This tends to be so because there seems to be a more or less implicit assumption that no substantial
difference exists between the two processes.

While this may be arguablytrue for the heuristicsinvolved in picking out a given antecedent
from a list of suitable candidates, a more subtle point iisél to be madewhenwe focuson the
conditionswhich limit sententialanaphoricrelations, but from which non sententialones are
exempt.

In theoretical linguistics these grammatical conditionsgroeipedunderthe headingof Binding
Theory. In computationallinguistics however, though there have beena few papersdirectly
concernedwith the implementationof this theory, mainstreamresearchtends to disregardits
conceptual, grammatical or practical modularity. Wheroihesto definethe algorithm for setting
up the listof suitablecandidatesrom which the antecedenshouldbe chosen binding conditions,
holding just at the sentential level, ar®st often put on a par with any otherkind of conditions,
morphological, semantic, pragmatic, etc., which Holdanaphoricrelationsat both sententialand
non sentential level.

The interestingpoint to be madein this connectionis that, if the modularity of grammatical
knowledge is to be ensured in a sound reference resolution system, more astemildive paid to
previous attempts of implementing Binding Theory. It would thecomeevidentthat this theory,
in its current formulation, appeaas a pieceof formalisedgrammaticaknowledgewhich however
escapes a full and lean declarative implementation.

In fact, implementationefforts concerningBinding Theory! bring to light what tend to be
eclipsed by mainstream clean theoretical formulations of it. Behind the apparent declarativefaspect
its definition underthe form of a set of principles (plus definitions of associatecconcepts,e.g.
o-commandp-bound,local domain, etc.), thereis a set of procedureswvhich turn out to be an
essential part of ththeory. Theseproceduregorm an algorithmwith the following outline. After
parsing have been complet€i, indexation assignindicesto NPs; (ii) filtering: storethe indexed
tree if the indexationrespectdinding principles, reject otherwise;(iii) recursion repeat(i) with a
new assignment until all possible assignments are exhausted.

This sort of resistance to full declarative encompassing is also apparent wieemsidershow
Binding Theory is handled in grammatical theories developadpiof constraintbasedformalisms
and particularly concerned with computational implementability, like LFG or HPSG.

As to HPSG, it has passed quite unnoticed that its Binding Theory is theiecdof grammar
not encoded in HPSG formalism. In the Appendithef foundationalbook (Pollard and Sag (94)),
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wherethe fragmentof grammardevelopedcalongits 400 pp. is encodedn the adoptedformalism,
Binding Theory escapessuch encoding. Bredenkamp(96) and Backofen et al. (96) subsequent
elaborationon this issueimplied that somekind of essentiallimitation of the formalism might
have been reached and that HPBi@ding Theoryis still waiting to be accommodateéthto HPSG
grammars.

As to the LFG formulation of Binding Theory, it requires the integration of inside-out equations,
a special purpose extension to the general declarative formalism. And even thougbcitiigism
abouttheir tractability was partially dissipatedby Kaplanand Maxwell (88), the recentsurvey of
Backofenet al. (96) reportsthat no implementedformalism, and no implementedgrammar, is
known to handle LFG Binding Theory.

In this connection the central aim of the research to be presented here is tpossddea lean
declarative implementatioof Binding Theoryin constraintbasedformalismswithout resortingto
special purpose complerechanismsThis involvestwo steps.First, asa sort of enhancingstep
back, a new accountof Binding Theoryis set up. Second,by meansof the discussionof an
example, the new shape of the theory is suggested to suppaidlatativeimplementationin the
basicHPSG formalism. Due to spaceconstraintsthis paperis mostly concernedwith the first,
while the latter receives just a basic sketch in last section, being developed in future papers.

2 Preliminaries

2.1 The binding square of opposition

Recent cross linguistic research, e.g. Xue, Pollard and Sag (94) and Branco and (918 ratzs
shown that the binding ability of long-distance reflexives is not redutibtecursiveconcatenation
of short distance relations, ashidsbeenassumedn GB accountsput that it is ruled by a fourth
binding principle:

1) PrincipleZ
An o-commanded anaphoric pronoun must be o-bound.

This new perspective on long-distance reflexives had an important iinptet whole shapeof
Binding Theory. Brancoand Marrafanotedthat the four principles can be arrangedin a classical
Aristotelian square of oppositions, as in%(2)

2 Principle Z ' Principle B
X is bound compatible  x js |ocally free

N

contradictor implies contradictory
Principle C contrary Principle A
x is free x is locallv bound

2 The exemption restrictions in Principle A (cf. Pollard and Sag (94):Chap.6Pendiple Z (cf.
Branco and Marrafa (98)), requiring o-command of the relevant noun phrase for the pritziples,
were removed from the formulation of these principles in the squa(2)oin the accountof Binding
Theory to be developed in the present paper, those restrictions are showrsitopbe side effects of
the new formulation to be given to Principles A and Z. The patient reader is kindly asked tonvifit
Section 4.1 for a justification for this claim.



This suggestghat the Binding Theory might have an unsuspectedinderlying quantificational
structure. In Section 3 we aim at showing that there is actually such structuredaterminingits
basiclines. In the remainderof the presentsectionthe central conceptsand tools usedin next
section will be presented.

2.2 Phase quantification

Barwise and Cooper (81) seminal work gave rise to a fruitful research tradition Gémzelised
Quantifier Theory has been applied to the analysis of ndamgliagequantification. Theseauthors
suggested that a universal characterisation of NL nominal quantificationtmetddmally given by
means of formal properties defined in that theory. The property "to live onpesislatedas being
the most prominent one, admittedly constituting the common specific nature of all nominal
quantifiers.

Later, Loebner(87) suggestedh criterion to ascertainthe quantificational nature of natural
language expressions in general. Tisathe propertythat, for a one place secondorder operatorQ
expressed by a given expression, there be a corresponding dual operator ~Q~.

This duality basedperspectiveon the essenceof naturallanguage quantificatiopermittedto
extend quantificationwell beyondthe classic casesof nominal quantification supportedby the
determinersall, some most many etc., namelyby coveringalso the realmsof temporality and
possibility. Moreover, items like still/already, and others (enouglitoo, scaling adjectives,
manyfew, etc.) though they do not lend themselves to be straightforwardly anatyseuns of set
quantification, they can also be arranged in a square of duality. The formalization of the semantics of
theseaspectualtems by Loebnerled to the enlargingof the notion of quantificationthrough the
introduction of the new concept of phase quantification.

He noted thastill andalreadyexpress duals and that they are corners of a square of dualiBy. Let
be "sheis asleep"and~P "sheis awake", durative propositionswhich are the argumentsof the
semantic operators correspondingli@adyandstill. Then:

3) She is already asleep iff itis not the case that she is still awake.
ALREADY P iff ~STILL ~P

Further similar tests can be made in order to show that these aspectuaritertse following
square of duality:

) inner

still M» not yet

oute outer
negation dual negation
no longer inner
9 négafion ~ aready

In order to geta formalizationof (4), Loebnernotedthat alreadyshouldbe takenas conveying
the information that there is a phase of not-P which has started bejoren referencetime t0 and
might be followedby at most one phaseP which reachedill t0. This canbe displayedin atime
axis by means of the diagram in (5).
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Similar diagramsfor the meaningof the other aspectualphasequantifiersof this square of
duality are easily interpretable Inner negationresultsin exchanginghe positive andthe negative
semiphases, while outer negation concerns the decision whie¢harametetO falls into the first
or the second semiphase.

Phase quantifiers in generalrgeady; scaling adjectives, etofjere thus characterise@s requiring
two ingredients:(i) a propertyP, which definesa positive phasein a sequenceof two opposite
phases; (i) a parameter point. The four types of quantifiers just differ in presupposing that either the
positive or the negative semiphase comes first and in sté@tghe parameteipoint falls into the
first or into the second semiphase.

Next Loebner showed that the semantics of phase quantifiers sket¢hedliagramsabovecan
be formalised in such a way that a squareof duality formed by the generalisedquantifiers
aX.somegD,X)/ »X.every'(D,X) turns outo be subjacento the squareof duality of alreadystill.
In order to do it, he just needed the auxiliary notion of starting point of the relevant semiphase. This
is renderedas the infimum of the setof the closestpredecessorsf the parameterpoint pt which
form an uninterrupted linear sequence with property P, or ~P (termed GSI(R,pt) by Loebner):

(6) GSI(R,pt) 3 inf{x | x<pt & R(x) & Uy(x<yspt & R(y) = Oz(x<z<y — R(2)))}

The semanticof the four phasequantifiersabovecanthen be renderedn the following way,
makingpt=tO for the parameter point and R=P or R=~P:

) still »P.every'hx.(GSI(P,a) < x t0), P]
already AP.somejx.(GSI(~P,a) < x t0), P]
not yet AP.no'x.(GSI(~P, a) < x t0), P]
no longer  AP.not_everyfx.(GSI(P,a) < x t0), P]

3 Binding Conditions and Phase Quantification

Taking Loebner'sview on naturallanguagequantification,our goal in this sectionis to make
apparentthe quantificationalstructureof binding. We show that on a par with the squareof
opposition of (2), binding principles also form a square of duality. We algudinding principles
are but the reflex of the phase quantificational nature of correspondingnominal expressions.



Reflexives,pronouns,long-distanceeflexivesand R-expressionsvill be shownto expressphase
quantifiers acting on the grammatical obliqueness axis.

3.1 Phase quantification ingredients

In order to show that the above referred nominals expressphase quantifiers the relevant
components involved in phase quantification should be identified.

The relevantscale hereis not the continuouslinear order of momentsof time, as for
still/already; but a discretepartial ordermadeof discoursereferentsa la DiscourseRepresentation
Theory (DRT) arranged according to the relative obliguenegsaoimaticalfunctions. Note that in
multiclausal constructionthereis the correspondingsubordinationof different clausalobliqueness
hierarchies (for the sakaf comparabilitywith diagrams(5) involving time arrow, Hassediagrams
for obligueness are displayed with a turn of 90° right):

8) Kim said Lee saw Max.
O—O— O
k I m

Note also that the relation "less oblique than" may not be linear:

9) Kim said Lee, who saw Max, hit Norma.
O—O— O
k I n
O—O
| m

The sequencef two opposite semiphases is definedby a propertyP. Contrarily to what
happens witlalready, whereoperator(quantifier) and operand(durative proposition)are renderedoy
different expressionsjn binding phasequantificationthe operandP is also contributed by the
nominal expressing the operator, i.e. expressing the binding phase quantifier.

For a given nominal N, P is determinecby the relative position of N in the "scale". For a
discoursereferentr correspondingo N, semiphasé® is a linear stretch containingonly elements
that are less than or equalrtin the obliquenesorder,that is discoursereferentscorrespondingo
nominals o-commanding N. Moreover, if semiphase P is presupposed to precede semiphase ~P, P is
such that the last successorit is local wrt to r; andif semiphase-P is presupposetb precedes
semiphase P, P is such that the first predecessbiisiocal wrt to r. In both caseshe closestP
neighbour of semiphase ~P hadmlocal wrt r, wherethe notion of locality hasthe usualsense
given in the definition of binding principles:

(20) P(x) iffgef (x<rorrex) & Lly[(=PJ(y) & (x—<y or y-<x)) — X is local wrt r]

As to the parameter point, in binding phasequantification,it is the discoursereferenta
which is the antecedent of

3.2 Obliqueness quantifiers

We can now formalise phase quantification subjacentto nominals. Let us start with an
anaphoric expression N likdnimself



(11) a. Kim said Lee thinks Mgxhit himself.
a'. *Kim said Leg thinks Max hit himselt

b. QA =4 AP.somelkx.(GSI(~-P,a)<xa),P)

N canthus be interpretedas presupposinghat a semiphase-P precedesa semiphase® and
requiringthat the parameteipoint occursin the latter, that is, the antecedena is to be found in
semiphase® amongthe discoursereferentscorrespondingo the local o-commandersof r, the
discourse referent corresponding ta N

This is captured by the definitioof the phasequantifier Qa . Satisfactionof Qa (P) obtainsiff

betweenthe bottom of the uninterruptedlinear sequence~P most close to the parameter
point/antecederd anda inclusive there is at least one discourse refereRt iGiven that ~P.P, this
amounts to requiring thatbe in P, and that be a local o-commander f

Next, it is then easy to see how the phase quantificational forcpra@naminal expressiorN
should be formalised:

(12) a. *Kim said Lee thinks Mayhit him.
a'. Kim said Leg thinks Max hit hin.

b. QB =4 AP.no'¢:x.(GSI(~P, a) < x a),P)

c. -, & P
O O—O—GC——O
x1 _K [ m
o
XN

Herethe parametepoint a occursin semiphase~P, which amountsto the antecedenbeing
picked outside the set of local o-commandes(R) is satisfied iff no discourse referent betwésn

bottom of the uninterrupted linear sequence ~P more close pathmetepoint/antecederd anda
inclusive is in P. Given that ~P.P, this amounts to requiringati®in semiphase ~Bnda is not
a local o-commander of

Like in diagramof (11), ~P is takenhereasthe complementetof P. All discoursereferents
which are not local o-commandersroéirein it, eithero-commanding or not. Notice that set~P
includesalso discoursereferentsx,...x, introducedby previoussentencesor the extra-linguistic
context, which in constructionssimilar to (12)b. accountsfor possible deictic readingsof the
pronoun. Below, whestudyingR-expressionswe will seewhy the possiblenon linearity of the
obliqueness order will led us to consider that ~P is slightly more complex than jesitipéement
set of P.

3 For the sake of simplicity, agreement requirements betvi@md its antecedentare overlooked
here.



Coming now tolong-distance reflexives, ruled by the fourth binding principlein (1), we
get the following formalisation (example (13) is from Portuguese):

(13) a. [O amigo de Kimj] disse que ele propgiacha que Lee viu Max.
[Kim's friend]; saidLDRj thinks Lee saw Max.
a’. *[O amigo de Kinj] disse que ele prépii@acha que Lee viu Max.
[Kim'sj friend] saidLDRj thinks Lee saw Max.

b. Qz =4 ~P.every'’tx.(GSI(P, a)<xa),P)
a

c. A ~P
@) O— O — O—=O
x1 f r [ m
O I
O o
Xn k

Here, like for short-distancereflexivesin (11), a is required to occur in P though the
presuppositiomow is that semiphasé is followed by semiphase-P. Taking into accountthe
definition of P in (10), the antecedent ofifNthus requiredto be ano-commande(local or not) of
N. The semantics of phase quantifier {3 such that, for @P) to be satisfied, betwedhe bottom

of the uninterrupted linear sequence P more close to the parameter point/anteeedennclusive
every discourse referent is in P. This amounts to requiringtbatin semiphase P, and thate an
o-commander aof.

Finally R-expressions call to be formalised as the fourth phase quantifier of (7):

(14) a. [Kim'sj friend] said Kim thinks Lee saw Max.
a'. *[Kim's friend];j said Kim thinks Lee saw Max.

b. Qc =4 ~P.not_everyXx.(GSI(P,a)<x a),P)

C. P ~p
OoO—— O ——O——O
x1 f r | m
(@) (@)
XN k
i

The parameter poird is required to occur in ~P, which means thaannotbe ano-commander
(local or not) ofr. This renders the same conditiagexpressedby Principle C, that R-expressions
be free, thoughit also encodesan uncommonassumptionabout the referentialautonomyof R-
expressionsHere, like for other moreobvious dependenteferencenominals, the interpretationof
R-expressionss taken as being dependenbn the interpretationof other expressionsor on the
salienceof discoursereferentsmadeavailable by the communicativecontext. Taking an extreme
examplein order to support the plausibility of this view and awkwardly abbreviatea deep
philosophical discussion, one should notice that even a proper nhame is not a uniqued @t of
individual, once knowing who is the person called John (out of those we know that areJudamed
depends on the context.

Note that like in previousdiagrams,in (14) ~P is takenjust as the complementset of P.
However, @ asks finally for a serious ponderation of this @ntiore accuratedefinition of ~P for

phase quantification in non linear orders, where it is possible that not all elements are comparable.



For Qc(P) to be satisfied, betweenthe bottom of P and the parameterpoint/antecedent

inclusive not every discourse referent is in P. Since we havdhepgesuppositiorthat P.~P, and
given P is an uninterrupted linear sequence, this would amount to requiriaghthat ~P.

It is worth noting then that if we keep ~P simply as the complement $gttbE interpretation
of R-expressions is however not adequately predictedd{i?Q

(15) a. John said Kimthinks Lee saw Max.

b. P ~P
o o——O——O0—oO
X1| ] r [ m
a—p <.)
XN
C.

Let D be {x: GSI(P,a)<x a}, the domainof Qc. Taking (15)b., it is easyto checkthat in
constructions like (15)a., D is always empty fact, it is not the casethat GSI(P,a¥a asa=x1is
not comparable to any other elemeftP, anda fortiori it is not comparableo the bottom of P.
Consequently, every'(D,P) is trivially true whatever discourse refeneméxake as antecedent for
and not every'(D,P) is trivially false. Thieterpretationof (15)a. sketchedn (15)b. would thus be
incorrectly ruled out.

What theseconsiderationseemthento suggestis that, when phasequantificationoperateson
non linear orders, negation of the operand P is slightly more complex than simple Beelatian
rendering the complement set. We are thus taught that negation of P involves &fsaghef the
complement set of PI?’D , with 0 equal tor, the top of P, whenP.~P*. It is easyto checkwith
diagram (15)c. that this specification of ~P makes it possible to safigfy)@n exactlythe correct

constructions.

3.3 The binding square of duality

Following Loebner'sclaim that logical duality is the cardinal property to recognisethe
quantificationalcharacterof natural languageexpressionswe are thus led to the view that the
interpretation of referentially dependamiminalsis ruled by their phasequantificationalforce over
the obliquenes®rder. Sincethe defining formulas of binding quantifiersresult from (7) just by
assigning P the definition in (10) and taking the parameter pbiatbe the antecedeatit is with
no surprise that we get the following square of duality for binding phase quantifiers:

4 Though it is empirically not necessary,for the sake of uniformity, when ~P.P, the order-
theoretic dual of this specification of ~P can be assumed.
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4 Towards a Lean Implementation

This new conceptionof binding has important consequence$or our understandingof the
dependent reference mechanisms captured by Binding Theory. Hlstdyave an importantimpact
in our conceptionof both generalisedjuantificationin naturallanguageandthe twofold semantic
capacity of nominal expressions (referential and quantificational).

Here we cannot do but to limit ourselveshiot how a few centralissuesusually associatedo
binding are handled undéhnis new viewpoint. Thenwe proceedtio considerthe importanceof this
new perspectivéor the integrationof Binding Theoryinto the grammarof naturallanguagesand
for the implementation of the theory in constraint based grammars.

4.1 Further insights into binding

Parameterization It is well known that though binding principles are assumedto hold
universallyin all languagesfinal "grammaticalgeometry"betweennominals of a given type
(anaphoric, pronominal, etc.) and their antecedents may be different from language to language.

Dalrymple (93) suggested that thisdgeto language specificonditionsimpinging: (i) on the
eligibility of the antecedent (whetherig a Subjector not); and (ii) the rangeof the local domain
(whether it is finite, tensed, etc.).

As to the variation in (i), Branco (96) showed that it is a consequence of a lexical propbay of
predicates, whose obliqueness hierarchy may be either linear inean As to (ii), this variation
may be accommodated in the definition of property P in (10), in particular in the definitllmcalf
wrt to r", to be provide for each particular language. Both solutoaperfectly confluentwith the
UG standpoint that variation acrossmguagesn the “grammaticalgeometry”betweenreferentially
dependents items and their antecedents results from language specific parameterization.

Lexical gaps It is alsowell known that althoughthe four binding principlesare claimedto
be universal, there atanguagesvhich havenot all the correspondindour type of nominals.For
instance, English is not known to have long-distance reflexives.

The answerfor this is now quite simple. Like what happendn other squaresof duality, it is
possiblethat for a given languagenot every corner of the binding squarein (16) is lexicalized.
Loebner (87) discusses at length this issue of non lexicalized cdmétaglish, for instance,it is
noted that the square of duality concerning deontic possibility invohight) happengo haveonly
two lexicalized cornersijght andduty.

Exemption and logophoricity Also worth consideringhereis the borderlinecasewhere
the maximum shrink of semiphase P occurs. In that casethe ssngletonwhosesole elementis
r, the discourse referent whose interpretation is to be anchored by finding an antecedent for it.



Given the definition of binding quantifiers, the maximum shrink of P &ngingletonaffectsin
a significantway only the quantifierswherethe parametepoint/antecederd is to be foundin P,
namely @ and . In these cases, farto be in P and the quantification to be satisfeedan only
ber itself, which makes of its own antecedent. Consequently, althotlghphasequantificationis
satisfied, a "meaningful" anchoring of the discourse refersmainsto be accomplishedas by the
sole effect of quantification satisfactiotis just anchored to itself.

Admittedly, a general overarching interpretability requirenwntaturallanguagesmposesthat
the significant anchoringof nominals be consummatedIn the casesunder consideration,this
induces an exceptional logophoric effect. Bwe anaphor(shortor long-distance}o be interpreted,
and given that satisfaction of iBnding constraint(Qa or Qz) is somehowvacuouslyensuredit

should thus find a really anchoring antecedent outside any other specific restriction.

This delivers us an explanation for the exemptiestrictionsin the definitions of PrinciplesA
and Z (cf. Pollard and Sag (94) and Branco and Marrafa (98)parke so calledlogophoriceffects
associatedto exempt anaphors.Therefore, restrictions which appeareduntil now to be mere
stipulations receive in this approach a principled justification.

4.2 Representing intra-grammatical quantification

Coming now to its formal integrationinto grammar,Binding Theory can hardly be said to
clearly belong either to the realm of Syntax or to the realm of Semantics flhésthat important
syntactic notions, e.g. grammatical functionobliquenessierarchy,are crucially involved in the
make up of binding conditions. However, the singuf@chanismsnvolvedin the formulation of
binding quantification have no parallel with any other devices at work in syntactic explanation.

On the otherhand,it is alsoa fact that core semanticdevices,e.g. phasequantification, are
involved in the formulation of binding conditions. However, ajsothe semanticside, the formal
mechanismsinvolved exhibits a considerabledegree of idiosyncrasy. In formal semantics,
representationsf naturallanguageexpressionsre interpretedagainsta model whose entities are
extra-grammaticalelements like objects, events, instants of time, relations, etc.. The formal
interpretation ofphasequantificationencapsulateih binding conditions,however,requiresmodels
whose entities an@tra-grammaticalelements, like obliqueness relations, discourse referents, etc..

In spite of these idiosyncrasies, it appears that semiaatieworksturn out to be bettersuited
to shelter Binding Theory. This is so because those frameworks provide niostabls neededo
integratebinding conditionsinto the grammarsof naturallanguagesthus reducingthe need of
special purpose devices for handling Binding Theory.

In what follows we try to give supportto this point of view by sketchingan analysisof
example(17)a.in DRT. With this casestudy, we try to suggesthow binding conditionsmay be
neatly integrated into the grammar of natural languages.

(17) a. A man entered. He was whistling.
b.

m h

man(m)
enter(m)

h=m
whistle (h)

10



Following Kamp andReyle (93), and letting aside semanticaspectsirrelevantto the present
discussion(17)b. canbe taken as the semanticrepresentatiorof (17)a.. As usualin DRT, the
anaphoric link betweehe anda manis captured by the conditidr=m.

In order to representthe phase quantificational power of the pronoun, we need a slight
improvement of the expressive power of DRSs. Given that binding quantification is
intra-grammatical, it requires a specific model to be interpreted. We use shaded DRSs to indicate that
the conditionsin the shadedDRSs are to be interpreted against such specific model with
intra-grammatical entities. Additionally, given thHat shadedDRSs we want to talk abouta given
discourse referemtpossibly present in non shadB&RSs, we usethe notationr to ensurethat the
referent ofr isr, not the referent af.

With this in place,we canimprove (17)b., and obtain (18) as the semanticrepresentatiorof
(17)a., where the binding condition associated to the pronoun is now included.

(18)
m h

man(m)
enter(m)

h=m
whistle (h)

X

GSI(~R,m)<x<m Pu(X)

It canbe objectedthat this extensionof the DRS in (17)b.is in a certainsenseinnocuousor
irrelevant. This may be so becausdhe new shadedDRS correspondingo the binding quantifier
does not add any real constraint to the meaning represented inTi&)onstraintsn (17)b arein
a certain sense stricter than the constraint expressed in the shadethBRIsadedDRS statesthat
no discourse referent less oblique than or as oblique as the antenaddotal wrth, i.e.m is not
a local o-commandenf h. The DRS of (17)b. in turn statesthe more strict condition that m, a
discourse referent introduced in the parsing pfevioussentencenot locally o-commandingn, is
the antecedent ¢f.

This objection howevermakessensejust if one neglectsthe fact that, unlike other DRS
conditions, the inclusion of anaphoricity conditions, likem, does not resulffrom strict semantic
analysis. As it is well known from anaphora resolution studfesinclusion of h=m resultsfrom
“all sorts of considerations, non-linguistic as well as linguistic, that makes a particular choice of the
antecedensuitablé (Kamp andReyle (95):p.70). Therefore,in DRT anaphoricityconditionslike
the one at stake, though they are well formed and contribute to the serapreégentationthey are
ad hoc from the strict point of view of semanticanalysis.Unlike other DRS conditions, their
inclusionin DRSsis somehowstipulative as they do not result from the direct mapping from
syntactic representations into semantic representations.

These considerations, while answering to the possible objectitreamelevanceof the shaded
DRS in (18), also suggest how we shonidve towardsa more thoroughrepresentatiof (17)a.,
where the potential of the binding condition is completely exploited.

11



First, we use the Abstractiasperator2 of DRT to obtainthe setA of all discoursereferents
that satisfy the duplex condition of the shadedDRS asy. ConsequentlyA includesall discourse
referents that, when used as antecedertisadmply with Principle B, i.e. referentswhich are not
local o-commanders df.

Second,we adopt an attitude of strict semanticparsimonyin the constructionof semantic
representations. In therocessof constructingDRSs from correspondingsyntacticrepresentations,
we include only semantic conditions that can be obtajnstfrom the grammaticalrepresentations
available for the construction rules of DRSs. Concomitantly, we opt for an underspecified semantics
of the anaphoric potential of the pronodihis is obtainedby replacingthe stipulationh=m with
the conditionheA.

The resulting semantic representation can be found in (19).

19)
m h A

man(m)
enter(m)

he A
whistle (h)

Xy no
GSI(~R,y)<x <y X Pu(x)

>
I

2y

The DRS of (19) is thethe semanticrepresentatiomf (17)a.wherethe anaphoricpotential of
the pronounis both explicitly statedand correctly limited accordingto the conditionsimposedby
Principle B of Binding Theory.

As it naturally follows from this discussion abadbe casestudy of (17)a.,we think that every
referentially dependent NP, be it ruled by Principle A, B, € af Binding Theory, shouldreceive
a similar semanticrepresentationvith an adequateluplex condition expressingthe corresponding
phasequantifier. The fact that, unlike so called quantificationalNPs, the quantificationalforce of
those nominals is intra-grammaticgiouldnot hamperus to rendera completecharacterisatiorf
their semantic properties.

It is alsoworth noticing that the analysisof binding conditionsherearguedfor ensuresa neat
accommodation of Binding Theory into the grammar of natural languages.

First, what is commonly recognised as a modular peéagammaticaknowledgeis effectively
represented as such. Theesentsolution assignsBinding Theoryfull citizenshipin grammar,and
avoids that binding constraints be conceptually mixed with heuristics and prefereitices totally
different epistemic status, as it is often the case in systems for anaphor resolution.

Second, the present solution avoids important problems of efficiency and decidability of previous
accounts. There is neeedto resortto specialpurposepost-processingnechanism®f indexation
andfiltering (GB), which inducean explosionof the numberof parsetreesto be handled.It also
permits to dispense with specific and complex equational devices (LFG).

Third, grammaticalrepresentationthat include semanticrepresentationas the one depictedin
(19) constitute a highly suitable input for anaphor resolution systems. Underspecified
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representationsas (19) are an adequatebasis for monotonic improvements concerning the
specification of relationships between referentially dependent expressiotieir antecedentdt is
quite easy to conceive that a post-grammaticatiulefor anaphoraresolutionshouldgeneratg20)
from (19), where the conditiame A is specified by the addition dfEm.

(20)
m h A

man(m)
enter(m)

he A
whistle (h)

Xy no
GSI~R,y)<x<y X

>
I

2y Py(X)

4.3 Binding Theory in HPSG

The new conception of Binding Theory presented in this paper is currently being intégrated
HPSG grammar implemented in ProFIT 1.54 (Erbach (95)). Space femirictus hereto a very
brief rationale of that ongoing research, which will be fully presented in future papers.

As notedabove,the interestingpoint to makein this connectionis that the new insight into
binding phenomenaelicited by the discovery of their quantificational nature constitute a
breakthrougifor the desideratunof giving Binding Theory a lean declarativeimplementation.In
theoretical terms, the first step will be to integrate semantic representations like (19) into the HPSG
feature systemby adoptinga principle basedsemanticsin line with Frank and Reyle (95). In
practicaltermsthe implementationof Binding Theory will certainly involve collecting discourse
referents into set values of specific features. Given the possible non local nature of the elements of a
given set, in order to avoid termination problems some mechanismof delaying constraint
satisfaction has also to be ensured.

5 Conclusions

In this paperwe presenteda cogentargumentfor the quantificational nature of binding
conditions. We argued that these conditions can be taken as theéfibetsequantificationon the
universe of discourse referents, expressed by referentially dependent nominals.

A new conception of binding phenomena emerged from this radical shift amderstandingf
the sentential limits on anaphoric relationships. This new conceptisialso shownto constitute
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a decisivesteptowardsa lean constraintbasedencompassingf Binding Theory. First, what has
been considered to be binding principles can now integrated in the semantic represgntetioral
languagesas intra-grammaticalphasequantification. Second,an underspecifiedsemanticsof the
anaphoricpotential of nominals can be built on the representationof such quantificational
mechanisms, for whose formalisation DRT was shown to offer a suitable framework.

It wasalso suggestedhat, in the multilevel sign basedapproachof HPSG, the integrationof
this new piece of semantic representation in the gransfmaaturallanguagess most likely to be
accomplished quite straightforwardly.
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